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Preface

The 17th International Conference on Intelligent Tutoring Systems (ITS 2021) was to
be held in Athens, Greece, during June 7–11, 2021. The hosting institution of the ITS
2021 conference was the University of West Attica; however, due to the world-wide
COVID-19 pandemic it took place online.

Conforming to the current move of education, work, and leisure online, the title
of ITS 2021 was “Intelligent Tutoring Systems in an Online World”. Its objective was
to present academic and research achievements in Computer and Cognitive Sciences,
Artificial Intelligence, and, due to its recent emergence, specifically, Deep Learning in
Tutoring and Education. The aim of ITS 2021 was to promote and improve learning
technology systems, by combining novel and advanced technology with complex and
nuanced research approaches. It offered a forum for exploring emerging and noteworthy
progress in the field of Artificial Intelligence in Education.

The call for scientific papers focused on a plethora of topics of interest in the area
of ITS and beyond, including the following:

• Intelligent Tutoring
• Learning Environments for Underrepresented Communities
• Artificial Intelligence in Education
• Human in the Loop, Understanding Human Learning on theWeb in a Virtual (Digital)
World

• Machine Behavior (MB), Explainable AI, Bias in AI in Learning Environments
• Emotions, Modeling of Motivation, Metacognition and Affect Aspects of Learning,
Affective Computing and ITS

• ExtendedReality (XR),VirtualReality (VR),AugmentedReality (AR),MixedReality
(MR) in Learning Technologies

• Informal Learning Environments, Learning as a Side Effect of Interactions
• Collaborative and Group Learning, Communities of Practice and Social Networks
• Analytics and Deep Learning in Learning Systems, Educational Data Mining,
Educational Exploitation of Data Mining and Machine Learning Techniques

• Sentiment Analysis in Learning Environments
• Data Visualization in Learning Environments
• Privacy, Security and Ethics in Learning Environments
• Gamification, Educational games, Simulation-based Learning and Serious Games
• Brain-computer Interface Applications in Intelligent Tutoring Systems
• Dialogue and Discourse During Learning Interactions
• Ubiquitous, Mobile, and Cloud Learning Environments
• Virtual Pedagogical Agents and Learning Companions
• Multi-agent and Service-oriented Architectures for Learning and Tutoring
Environments

• Single and GroupWise Action Modeling in Learning Environments
• Ontological Modeling, Semantic Web Technologies, and Standards for Learning
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• Empirical Studies of Learning with Technologies
• Instructional Design Principles or Design Patterns for Educational Environments
• Authoring Tools and Development Methodologies for Advanced Learning
Technologies

• Domain-specific Learning Technologies, e.g. Language, Mathematics, Reading,
Science, Medicine, Military, and Industry

• Non-conventional Interactions between Artificial Intelligence and Human Learning
• Personalized and Adaptive Learning Environments
• Adaptive Support for Learning, Models of Learners, Diagnosis and Feedback
• Recommender Systems for Learning
• Causal Modeling and Constraints-based Modeling in Intelligent Tutoring

The call for papers sought papers that presented significant new research findings
in the use of advanced computing technology and interdisciplinary research to allow,
promote, and enhance human learning. Full papers allowed for discussion of more
mature and finalized research results, whilst short papers allowed discussions around
brief novel findings. There was also a posters track, which included an excellent net-
work for researchers to discuss research prototypes and work in progress to conference
attendees.

The international ProgramCommittee consisted of 63 leadingmembers of the Intelli-
gent Tutoring Systems community (20 senior and 43 regular), as well as highly promis-
ing younger researchers. Scientific papers were reviewed by three to five reviewers
through a double-blind process. Only 25% of the submitted papers, were accepted as
full papers, about 24% were accepted as short papers, and just 15% were accepted
as posters. These percentages indicate that ITS 2021 was a top-flight, rather selective,
high-quality conference.

A separate Doctoral Consortium (DC) offered a forum for Ph.D. students to present
and discuss their researchwhen it was still in the early stages of development, engage col-
leagues with similar goals, and collaborate with more senior members in the community
(mentors). The Doctoral Consortium Chairs were Mizue Kayama, Shinshu University
(Japan), and Mike Joy, University of Warwick (UK).

The full papers outlined some very important developments, the short papers
explored some fascinating new theories, and the posters discussed research in progress
that needs particular attention, all based on the ITS philosophy.

The main topics under which the accepted papers fall, on which basis we also
structured this book, are as follows:

• Theory – comprising Theory and Reviews; Models; Concept Maps
• Learner focus – including Student Prediction; Learner Behavior; Feedback and
Personalization; Groups, Teams, Social, Crowd and Communities Assessment

• Future ITS orientation – bringing together Games and Gamification; Emotions and
Affect; and xtended Reality

A variety of new techniques had been introduced or revisited, including multi-
modal affective computing, XR, mixed-compensation multidimensional item response,
ensemble deep learning, cohesion network analysis, conversational agent, semantic web,
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computer-supported collaborative learning, and social networking in education. The
rigor of the research was high, and it revealed several generalizable findings. Further-
more, it created space for the use of approaches like retrospective trials, experimental
research, andmeta-analysis, whichmight include new insights at future ITS conferences.

The quality of a conference is reflected by the work of its participants as well as their
ability to push the boundaries, and the rigor with which they encourage the rest of the
research field to move beyond. The papers of ITS 2021 stretched the limits of intelligent
tutoring,much as they had in the previous years. Reinforcement learning, artificial neural
networks, semantic web technologies, natural language processing, social networking,
digital assistants, and recommender systems were among the fields where they had
documented remarkable work.

The ITS 2021 program was reinforced by the successful organisation of a Work-
shop: “Intelligent TutorDemonstrations” byMihaiDascalu,AmruthKumar, andDaniela
M. Romano, and two half-day Tutorials: “Learning Analytics Hands-On Tutorial” by
Alexandra Cristea and “Data Science for Learning Process Management” by Filippo
Sciarrone. They were all selected and managed by the Workshop and Tutorial Chairs,
Amruth Kumar, Ramapo College of New Jersey (USA), Mihai Dascalu, University
Politehnica of Bucharest (Romania), and Daniela Romano, University College London
(UK).

We would like to express our thanks to many different contributors in the midst of
the overwhelming and unforeseen circumstances of the COVID-19 pandemic.

The successful preparation and implementation of the ITS 2021 conference was
secured by the original work of all the authors, the devoted contribution of the var-
ious Conference Chairs, the members of the Program Committee, and the Steering
Committee, in particular its Chair, Claude Frasson. The organization, coordination, and
online operation of ITS 2021 achieved by the Local Organizers and the Organization
Chair, Kitty Panourgia. We would also like to address our special thanks to the Confer-
ence Sponsor, the “Education Sciences” journal (MDPI), for its support. Last but not
least, we would like to acknowledge the Institute of Intelligent Systems (IIS) under the
auspices of which this conference was held.

Rather than concluding this preface, we would like to emphasise that one of the
main outcomes of the ITS 2021 conference is a fusion of new and established scholars,
innovative and highly evolved subjects, theoretical developments and business interests,
broadening of areas and deepening of subgenres. This equilibrium is an utterly necessary
dimension. We hope you enjoy reading the papers and using them towards generating
new ideas – and citing them in your own research!

April 2021 Alexandra Cristea
Christos Troussas
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Abstract. During this critical period the humankind faces, one of the most
affected daily activities is the education. Teachers and students of all education
levels had to adopt new technological means to overcome the distance and to
continue their education. Above and beyond the new prospects that this situation
arises, also many problems were raised. For example, the special care education
e.g., deaf or hard hearing students, face more difficulties than in ordinary situa-
tions. These students either read the lips or have to see their interlocutor’s whole
body, in order to understand what he/she is saying but this nowadays is almost
inevitable. In the unlikely scenario that their school is open, all classroom partic-
ipants including teacher must wear a face mask, while in distance learning they
can see only a small window of their teacher and most likely only his/her face.
This paper presents the ways of communication of deaf and hard hearing people
and proposes a novel educational tool that with the proper use should help them
overcome this difficult situation.

Keywords: Deaf students · Distance learning · Sign language · Educational tool

1 Introduction

The COVID-19 pandemic caused the largest disruption of education systems in history,
affecting nearly 1.5 billion learners around the world. Depending on the wealth each
country has, the closure of schools has affected almost 94% of the student’s population,
while this number rises up to 99% in middle- or low-income countries [1]. This health
crisis intensified foregoing education disparities by decreasing the learning for many of
the most vulnerable students i.e., students in poor countries, refugees and students with
disabilities.

Different rules were applied for each country e.g., in one country the schools are
partially open while in another country they are closed and operate only through distance
learning. Closures of schools –especially in lower educational levels- prevents many
parents to work. As financial pressures arise all over the world, the pandemic’s economic
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impact to educationwill be high. The dramatic loss of theGrossDomestic product (GDP)
will obviously affect the funding of the education.

Conversely, COVID-19 pandemic has encouraged innovation within the education
sector. New -or less used before crisis- methods like distance learning platforms were
adopted in a very short time to substitute school teaching. These innovative solutionsmay
become a permanent option as assistive technology when the world returns to normal
situations, but flaws or disadvantages there were also highlighted when these solutions
were offered to deaf or hard hearing students.

In this paper we address the difficulties these students face and propose a novel
educational tool that with the proper use should help them overcome their disability and
make them able to attend online classes. The rest of the paper is structured as follows.
In Sect. 2 the ways of communication of the deaf people are presented. In Sect. 3 the
proposed novel educational tool is presented and finally in Sect. 4 conclusions and future
work are given.

2 Ways of Communication of Deaf People

Deaf people tend to sit opposite to each other and not next to each other in order to
communicate. Moreover, in their conversations they keep a greater distance from each
other than the non-deaf, since they need to watch not only the signer’s face and his
expressions but also the movements of his hands. Furthermore, deaf people use their
peripheral vision a lot [2]. In their outings or meetings, they choose places with good
lighting and a relatively quiet environment so that they can be perceived when they speak
but also understand what they are saying, by looking at the lips of their interlocutor.

Deaf people are more diffuse and expressive in their reactions than the non-deaf.
The role of extra linguistic elements of communication is more important for them than
non-deaf. More specifically, the extra linguistic aspect is a nonverbal communication
consisting of gestures, movements, face expressions which are fundamental for them in
order to be understood to their interlocutors.

When deaf people want to communicate, they draw attention by touching someone’s
shoulder or foot.Moreover, a vital element in deaf people’s communication is eye contact.
When a deaf person wants to communicate with someone else, he makes sure to be in
his field of vision and then greets him in Sign Language. Deaf people “touch” each other
muchmore than non-deaf do.When a deaf personwants to participate in a discussion and
say something he does so with a touch as in case of attracting attention, while non-deaf
people usually use their names to get someone’s attention.

The terms “deaf” and “hearing loss” are not used by the deaf people in the way
they are used by the non-deaf. Acoustic ratings are irrelevant to deaf culture. The term
“DEAF” used in the deaf community clarifies their identity and not their deafness [3].

Regarding deaf student’s distance learning we must focus on two different aspects:
a) to the course attendance and b) to the active participation of the course. For the first
aspect it was mentioned that deaf or hard hearing students must see their interlocutor’s
face, body and hands. Active participation to the course means that a deaf student must
try to draw attention or to join a conversation.

Distance learning platforms are not designed to meet these requirements. Therefore,
deaf students cannot actively participate and the educational gap between non-deaf and
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deaf students becomes greater. In order to overcome these obstacles and remove the
barriers in deaf student’s educationwe propose the adoption ofHercules as an integration
to existing distance learning platforms.

3 Hercules – An Integration to Distance Learning Platforms

Hercules is the outcome of the two year EU funded program “International Assisted
Communications for Education” [4–6]. The goal of the program was to implement a bi-
directional translator from five (5) spoken languages (Portuguese, Slovenian, German,
British, Cypriot and Greek) to their respective sign languages and vice versa. Hercules
is also used to the EU funded program “InSign - Advancing inclusive education through
International Sign”, where one of the outcomes will be an automatic bi-directional trans-
lator from International Sign Language to the aforementioned spoken languages [7].
InSign aims to promote the access of deaf students to education, international mobility,
and global citizenship by raising awareness to International Sign as a lingua franca to
communicate among deaf and non-deaf in international settings.

The translator consists of two modules: a) the text-to-sign module and b) the sign-
to-text module. Two main tools were utilized for the text-to-sign translation module i.e.,
the translator and the configurator. Both tools were developed in Unity and built into
WebGL in order to be used online through the most popular internet browsers, but also
other builds can be easily implemented for other use.

In the configurator, deaf people and sign language experts add and validate the
gestures either online or offline. Users simulate the gesture -through a 3D avatar- that
corresponds to the given word by adjusting avatar’s arms, hand configuration, body
movement, head and facial expression.

All signs entered to the database by an editor, are to be validated by an expert –the
validator- which can also correct themovement or send a request -to the editor- to change
the animation. Once the words are validated, they become automatically available for
the translator tool, which is updated in real time for all users. In the translator, users
write text and this is translated to the selected sign language. Each word in the given text
is searched in the validated signs database and the database returns – through the 3D
avatar- the respective gesture according to the selected country sign language grammar
rules.

In order to deploy this bi-directional translator to existing distance learning plat-
forms, the interlocutor’s voice must be captured and transformed to text. Therefore, the
hearing persons can speak to their microphone and afterwards a voice-to-text module
will produce the text required as input to the translator. The 3D avatar then will sign
the gesture to the deaf student. Although there will be a time delay due to voice-to-text
conversion and text to sign module, the proposed system can be considered as real time.
The only limitation relies on the quality of the captured voice and whether the given
words are already imported and validated into the database.

On the contrary when a deaf student wants to ask something he can “raise his hand”
(built-in feature in most distance learning platforms) and text to everybody else who
joins the same meeting. Therefore, the proposed model is shown in Fig. 1.
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Fig. 1. The proposed architecture

4 Conclusions and Future Work

Nowadays where covid-19 pandemic influences our lives, education system has also
been affected. Special care education suffers from this situation and even though distance
learning was adopted as a countermeasure, deaf or hard hearing students are facingmany
difficulties or due to their impairment are excluded from education.

In this paper the difficulties that deaf students face in education due to Covid-19
pandemic were presented. Moreover, a novel educational tool that with the proper use
should help them overcome this difficult situation was proposed as an integration to dis-
tance learning platforms. We strongly believe that this integration will enhance equality
between non deaf and deaf students, minor the education gap that exists and give more
learning opportunities to students with hearing disability.

In terms of future work, we plan to implement a plugin to capture voice and translate
it – through the 3D avatar- into a sign and integrate it in the major distance learning
platforms. The plugin will then be evaluated then by deaf students and sign language
experts in order to enhance functionality and offer deaf community a friendly educational
tool.
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Abstract. The analysis of literature within a research domain can provide signif-
icant value during preliminary research. While literature reviews may provide an
in-depth understanding of current studies within an area, they are limited by the
number of studies which they take into account. Importantly, whilst publications
in hot areas abound, it is not feasible for an individual or team to analyse a large
volume of publications within a reasonable amount of time. Additionally, major
publications which have gained a large number of citations are more likely to be
included in a review,with recent or fringe publications receiving less inclusion.We
provide thus an automatic methodology for the large-scale analysis of literature
within the Intelligent Tutoring Systems (ITS) domain, with the aim of identifying
trends and areas of research from a corpus of publications which is significantly
larger than is typically presented in conventional literature reviews. We illustrate
this by a novel analysis of 20 years of ITS research. The resulting analysis indi-
cates a significant shift of the status quo of research in recent years with the advent
of novel neural network architectures and the introduction of MOOCs.

Keywords: Topic modelling · Epistemological engines · Automatic literature
survey

1 Introduction

The considerable volume of research within Intelligent Tutoring Systems (ITS) presents
challenges to the quantification of the various fields present within the domain. Conven-
tional literature surveys are typically performed using manual analysis and filtering of
available literature and as such are limited in the volume of publications. Additionally,
researchers may fail to account for research, which is niche, but may be still impor-
tant. Surveyors are furthermore likely to include main-stream research only, or research
assisting in their argument. Thus, we propose to leverage the novel topic modelling
algorithm Top2Vec [1] for the analysis of a large volume of ITS research. Advantages
to such an analysis include the volume of ITS research processed, which exceeds that
which may be feasible by even a large team of contributors. Additionally, the speed of
topic analysis ensures ample time for the further analysis of temporal factors within the
corpus and presentation of relationships between any identified topics.
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Major contributions of this work are: 1) automatically identifying, for the first time,
significant trends in ITS (e.g., temporally, ITS has observed a significant shift in research
popularity from Adaptive Hypermedia towards online MOOC platforms; applied archi-
tectures and algorithms have shifted significantly towards Deep Learning and applica-
tions of Neural Networks); 2) automatically extracted relationships between several ITS
topics indicate potential for novel areas of research; 3) we demonstrate the power of the
recent Top2Vec algorithm to assist, for the first time, in large scale literature analysis,
without limitations presented by conventional probabilistic topic models. Compared to
existing studies within ITS, this research provides a unique overview of the last 20 years
of research, without the bias presented by human-reviewers who may, arguably, ‘cherry-
pick’ studies to argue their point. Our research accounts for all research made available
by API resources.

2 Related Works

Traditional literature surveys in ITS follow a manual process, where identified publica-
tions are filtered, resulting in a significantly smaller batch of publications used in the
final review. ITS reviews, such as [2], apply a Systematic Literature Review process.
They analysed a total of 33 publications, filtered down from an initial corpus of 4,622
papers. These resulting papers are analysed in-depth; however, the exclusion of such a
large volume of papers clearly indicates missed opportunities for obtaining insight from
the excluded publications. Outside of manual literature surveys, we identified [3], which
performed analysis of a larger volume of publications on a quantitative level. The scope
of the publication addressed barriers and trends of ITS adoption rather than the trends
and relations of the overarching field.

Top2Vec [1] provides a very recent alternative to Bayesian topic models such as
PLSA and LDA [4, 5], eliminating the need for pre-defining the topics number and fil-
tering stop words. It leverages language embeddings and enables pre-trained language
models to be applied via Doc2Vec [6], BERT [7] or Universal Sentence Encoder [8].
A semantic embedding of joint document-word vectors is generated where the distance
between document and word vectors represents semantic association. This ensures that
semantically similar documents achieve a smaller distance between each other when
compared to dissimilar documents. Resulting embeddings are clustered using the HDB-
SCAN [9] algorithm into topic clusters, with the hierarchical nature of HDBSCAN
ensures automatic identification of the topic number. Given the high dimensionality of
document embeddings, clustering requires prior dimensionality reduction through the
UMAP [10] algorithm. Top2Vec has been demonstrated to outperform LDA and PLSA
when applied to the benchmark 20NewsGroups [11] dataset [1].

3 Corpus Generation

3.1 Data Collection

We performed collection of publication data from the ITS domain via several API
resources, over the past 20 years. These consist of the arXiv Preprint Repository, Springer
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API, SAGE API, Elsevier API and CORE API [12–16]. We selected query terms based
upon a sample of the key phrases presented in the 2000–2020 ITS Conference Proceed-
ings; however, we avoided inclusion of low-level specific terms, to ensure the resulting
document distributions were unbiased. To be comprehensive, we collected literature not
limited to journals and conferences, but also included book chapters, preprints and aca-
demic theses. In total, we collected 5018 documents from 2000–2020. Research from
2000–2020 was selected to provide a wider-scale analysis, beyond that of only the most
recent literature, which could assist in evaluating the changes in long-term trends of ITS
quantitatively.

Following the collection of raw publication data, it was necessary to filter out results
which were not relevant to ITS using Boolean word matching at the abstract level. Given
that some terms used within ITS (e.g., adaptive learning) may be confused with general
machine-learning terms by a partial matching system, it was deemed necessary to apply
absolute string-matching during filtering. Documents were excluded if they failed to
contain any instances of the terms within our search query. Given the large volume of
research identified, it was necessary to perform this automatically with regex.

3.2 Preprocessing

We performed no preprocessing of the corpus prior to topic analysis, with the aim of
maintaining contextual information within generated embeddings. Stop word removal,
lemmatisation or stemming was not necessary as detailed by [1], in contrast to LDA,
where stop word removal and additional filtering of highly frequent terms may be per-
formed [17] to improve model performance. Language-checks were performed on the
corpus to remove any non-English publications, which could impactmodel performance.
For this we applied the langdetect [18] Python library. Following filtering of non-relevant
results, the corpus size was of 3898 documents abstracts and titles, which we combined
for our analysis. Given the limitations of access to publications, we were only able to
collect abstracts, as access to full-text results was limited.

4 Analysis

The methodology for our analysis involves the modelling of topics within our corpus
using the Top2Vec algorithm [1] and the subsequent analysis of the resulting topics in
relation to temporal range and relationships between topics. Our work is available at1.

4.1 Topic Modelling Approach

Top2Vec identifies semantic relationships through learning of a distributed representa-
tion via the Doc2Vec algorithm [6]. Alternatively, pretrained models may be applied
including Universal Sentence Encoder [8] or the BERT [7] transformer network. How-
ever, our experiments identified that Doc2Vec embeddings fine-tuned to our corpus
outperformed these, likely due to the presence of frequent domain-specific language

1 https://github.com/ryanon4/epistemological-topic-modelling.

https://github.com/ryanon4/epistemological-topic-modelling
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within ITS research. Additionally, the resulting clusters may be visualised to provide an
understanding of clustering results as presented in Fig. 1.

HDBSCAN labels a portion of the documents within our corpus as noise, which we
removed prior to presentation in Fig. 1, leaving all topics without any noise present.
Given that ground truth labels were not available for clustering evaluation, we applied
Silhouette scoring [19] using Euclidean distance and achieved a score of 0.37 when
accounting for all 33 topics. When reducing this to only account for topics relevant to
ITS, this increased to 0.42. In total HDBSCAN identified 33 separate topics.

Fig. 1. Clustering results following noise removal with topic labels assigned

For higher accuracy, we further performed manual evaluation of the resulting topics
at a qualitative level and filtered non-relevant topics which may have arisen, to ensure
that only those relevant to ITS remain. Filtering consisted of analysis of the topic-
word distributions for each topic, and exclusion was performed when a significant level
of noise or non-informative terms were identified. A label was manually assigned to
relevant topics, based upon the word distributions they entailed. These are detailed in
Table 1.

Resulting topics indicate 11 highly coherent and relevant topics out of the 33 topics
identified by Top2Vec. Topics were excluded where word-distributions contained unre-
lated terms and could not be clearly labelled, or the distributions were related, however
contributed less to our analysis. Removal of non-relevant documents and noise reduced
the total corpus size for our analysis to 1223 documents. Topic 13 indicates the types of
architectures and models present within research and as such does not serve as a useful
topic label for the corpus. We investigated this separately via a temporal analysis in
Sect. 4.3.

4.2 Topic Analysis

Results from topic modelling with Top2Vec identified a range of ITS relevant topics
within our corpus which we present ordered by the size of each identified topic in Table
1. These range from high-level areas which may entail different approaches within,
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to specific areas of research relevant to ITS. Of the identified areas, high-level topics
correlate to a larger volume of entailing documents with specific topics containing a
lower volume of documents. The clustering of publications using the HDBSCAN algo-
rithm leads to the assigning of single topic labels to each document, meaning that unlike
probabilistic models like LDA, documents may not belong to multiple topics and there-
fore more specific or low-level topics typically contain fewer documents. Within this

Table 1. Identified topic-word distributions by Top2Vec, topics deemed relevant to ITS by
qualitative analysis

Topic terms Topic ID Topic label (Manually-determined)

Hypermedia, aeh, aehs, ims, adaptive,
adaptation, adaptivity, navigation,
personalization, links, specification

0 Adaptive educational hypermedia

Dialogue, tutoring, natural, intelligent,
language, tutorial, automatically,
conversational, apos, corpus, medical, quot

2 Intelligent dialogue systems

Agent, animated, emotion, affective,
emotional, pedagogical, agents, emotions,
facial, conversational, apos

5 Pedagogical agents

Moodle, lms, source, management, open,
centre, lectures, platforms, basic,
dashboards, assignments

7 Learning Management Systems

Peer, assistance, collaborative, conditions,
learned, tutor, collaboration, dialogue,
actions, cscl

8 Computer-supported collaborative
learning

Moocs, massive, mooc, dropout, forum,
open, engaging, courses, videos, rates

12 MOOCs

Bayesian, networks, fuzzy, logic, artificial,
diagnosis, intelligence, intelligent, neural,
tutoring

13 Machine learning model types and
algorithms

Simulations, simulation, intelligent,
animated, virtual, training, multimedia,
agents, reality

14 Simulations

Games, game, serious, play, agent, interact,
intelligent, bring, initiative, metrics,
simulation

17 Gamification

Essay, scoring, essays, automatic, grading,
writing, automated, English, language,
neural

19 Grading and assessment scoring

Recommender, recommendation,
personalization, links, personalized, java,
hypermedia, experiments, lecture, adapting

28 Recommender systems
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section we ensure that all references are made using publications present within our cor-
pus. Given the criteria applied during data collection, research discussed may include
pre-print or thesis research which has not been peer-reviewed.

Topic 0 – Adaptive Educational Hypermedia
This topic represents the high-level area of Adaptive Educational Hypermedia Systems
(AEHS). These may be defined as adapting content to fit the goals and needs of a
user or student [20]. Documents within our corpus labelled under this topic typically
investigate web-based approaches for adaptive tutoring [21] and relate closely to other
ITS areas including Learning Management Systems (LMS) and MOOCs. We identified
several approaches involving neural networks of which [22–24] are a sample, as well as
framework proposals for the building of e-learning platforms [25, 26].

Topic 2 – Intelligent Dialogue Systems
IntelligentDialogueSystems (IDS) typically investigate the applicationof conversational
agents, applied to assisting in the pedagogical process. Sample documents involve the
application of conversational agents to address tutoring of concepts and principles with
students for both physics and programming [27, 28].

Topic 5 – Pedagogical Agents
We identified considerable interest in research related to the impact of pedagogical agents
[29–32] and how the presentation of these agents may impact success within ITS. Other
documents more closely correlate to emotion recognition through the assessment of
learner feedback [33]. Adaptation of pedagogical agents in response to emotional queues
are frequent within this topic [34], however research may alternatively investigate the
impact of perceived emotions of pedagogical agents [35].

Topic 7 – Learning Management Systems
This topic entails the high-level area ofLearningManagement Systems.Within this topic,
a significant volume of research relates to e-learning platforms such as Moodle [36] and
includes proposals for the modification of such platforms to adapt to user learning styles
and requirements. Interestingly, the majority of publications present within this topic
avoid architectural specifications or computing-based terminology, and instead typically
provide case studies of the implementation of existing LMS.

Topic 8 – Computer Supported Collaborative Learning
Documents assigned to this topic generally relate to Computer Supported Collaborative
Learning (CSCL). Relations within this area include pedagogical agents [37], although
generally there were fewer instances of bridging between the identified topics.

Topic 12 - MOOCs
Massive Open Online Courses (MOOCs) are a relatively recent aspect of ITS research,
and we identify our earliest instance of this within our corpus in 2013 [38]. We identify
38% of research in this topic entailing learning analytics [39–41], which involves the
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wealth of data provided by MOOC platforms. This data may be applied to dropout pre-
diction and forecasting ofMOOC platforms [42, 43], and we identify 11% of documents
involving dropout prediction.

Topic 13 – Architectures and Algorithms
Documents assigned to this topic are more closely associated with implementation and
architectures of models than ITS processes. We identify applications of fuzzy logic [44–
46] comprising 25% of the topic, with 11% discussing or applying neural networks [47,
48] and 8% through clustering [49]. Given that algorithms and architectures will be
likely present in the wider corpus we perform a temporal analysis of the entire corpus
in Sect. 4.3.

Topic 14 - Simulations
This topic represents research involving the simulation of learning environments and
simulated agents. We identify articles relating to pedagogical agents [50], CSCL [51]
and adaptive hypermedia [52]within this topic.While documents relate to other ITS areas
the majority discuss the simulation of environments to assist with learning. Instances
of simulation include resource allocation training for police forces [53] and the use of
virtual reality simulated environments [54, 55].

Topic 17 - Gamification
Publications applying gamification within ITS fall within this topic, with research con-
tributing to the use of game mechanics for positive educational outcomes. Games may
be applied to assisting learning in STEM subjects [56, 57] within virtual learning
environments or in the tutoring of programming [58].

Topic 19 – Grading and Essay Scoring
This topic relates to the grading of work with ITS and is most directly associated with
the area of Automatic Essay Scoring (AES), however other areas of grading exist within
the topic. We identify 42% of documents discuss essay scoring directly, with research
investigating short question grading [59] and essay scoring [60, 61]. The grading of text is
not the only research within this topic however, and we identify unpublished research in
the automated grading of map sketches [62] within our corpus sample. Within this topic
we identify 18% of publications applying neural networks, while 6% apply ontologies
and 5% applying Bayesian learning.

Topic 28 – Recommender Systems
Documents relating to recommender systems comprise this topic, which is the smallest
relevant topic identified by our analysis. Research within this area present systems for
the recommendation of courses in MOOC platforms [63] and adaption of learning envi-
ronments using recommender systems [64] amongst others. This topic can be closely
linked to several of our identified topics including adaptive educational hypermedia,
computer supported collaborative learning and MOOC systems.
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4.3 Temporal Analysis of ITS

We visualise the changes in resulting topics from our analysis in Fig. 2. These are
normalised per-year to eliminate influence by changes in yearly publication volume.

Resulting temporal distributions generally correlate to the sizes of our identified top-
ics, with documents assigned to Adaptive Educational Hypermedia forming the largest
portion of research from 2001–2015. Other topics outside of these generally fail to form
more than 20% of research interest prior to 2016, where research intoMOOCs overtakes
other topics to become the most dominant topic within our corpus. This considerable
change in interest towards MOOC platforms may be influenced by the wealth of data
obtained and provided by such platforms, with public datasets such as [65] allowing
researchers easy access to data to contribute to the field, and the general trends towards
‘Big Data’ application and research. A decrease in popularity of AEH, IDS and several
other topic types may further contribute to the adoption of MOOC type research, which
may provide more easily accessible datasets and feature ranges.

Fig. 2. Temporal changes in topics from 2000–2020. Normalised by number of publications each
year

Wepresent the occurrences of different algorithms and architectures in Fig. 3. Results
indicate the consistent presence of ontologies within research throughout 2000–2020,
while applications of other algorithms identified byTop2Vecfluctuate in popularity.Most
notably, an increase in presence of both clustering and neural networks is observed from
2010–2020within the entire corpus. In recent years (2019–2020), the volume of research
discussing neural networks increases considerably. This may indicate the general trends
of the wider computing field and may be attributable to recent novel algorithms such as
the transformer network and BERT [7].

4.4 Topic Graph Relationships

For further analysis, we construct a network of relationships between ITS topics, as
depicted in Fig. 4. These are constructed using the cosine similarity between average doc-
ument embeddings of each topic. Average document embeddings were generated using
the Doc2Vec document embeddings of all documents assigned to a topic by Top2Vec.
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Fig. 3. Algorithmic and architectural presence based upon publication year.

We assign connections between topic nodes using the three highest scoring similarity
relationships for each topic.

Fig. 4. Relationships of relevant topics based on cosine similarity between average of topic
vectors.

Relations between Pedagogical Agents, Simulations, IDS and Gamification reflect
the links present within the corpus, where agents may be presented to users in a graphical
manner. The cosine similarity scores between these four topics are the highest within
the network and demonstrate the linking themes and interoperability that these areas
present. In the case of AEH and Simulation, research investigating the adaptation of
simulated agents in response to user or student is present within both topic corpuses.
Further high scoring similarities are observed betweenAEHandRecommender Systems,
wherein publications may discuss the adaptation of recommender systems dynamically,
based upon user responses and performance. Given that recommender systems may be
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closely attributed to adaptation of systems to user input, we argue that this is represented
through the association with Adaptive Hypermedia (AH) and Learning Management
Systems (LMS) through the recommendation of course content.

LMS is additionally closest associated to CSCL and MOOC systems. We argue that
LMS and MOOC systems are by nature closely linked (with MOOCs forming a subset
of LMS) and therefore documents within these topics may share semantic terms. Both
LMS and MOOC systems research incorporate aspects of collaborative learning within
our corpus. A link between MOOCs and Automated Essay Scoring research is present,
being the strongest link for AES, which is one of the weakest scoring topics, in terms of
cosine similarity with other topics. This reflects how many of the topics present within
the corpus offer a degree of interoperability, which is less so in the case of AES.

5 Discussion and Conclusion

The application of the novel Top2Vec [1] algorithm to topic analysis of the ITS literature
enables an overview of the development as well as current research field. Contrary to
well-known approaches, such as LDA [5], the algorithm requires fewer preprocessing
steps and therefore demonstrates potential in application to a range of epistemologi-
cal research without expert knowledge. Furthermore, this analysis approach ensures a
significantly higher volume of research can be processed and analysed compared to
manual review types. Our analysis of the resulting topics identified contributes to an
understanding of the relationships between topics and the volume of research various
areas contain.

General findings from our investigation indicate research involving Adaptive Hyper-
media to comprise the highest volume of research overall. This area presents a high
level of interoperability with others, such as with research applying Simulation and
Recommender Systems in an adaptive manner, based on user input. Temporally, Adap-
tive Hypermedia entails the largest portion of ITS research up until 2016, where it is
overtaken by MOOC research. Given that our analysis accounts for all research from
2000–2020, there exists further opportunity for a dedicated analysis of the more recent
years publications only, in order to form a better understanding of reasons for MOOC
research popularity, and identification of potential new areas of research within. Topics
such as Automatic Essay Scoring are clearly underrepresented and may deliver promis-
ing avenues of future research – especially as some of this research seems yet unpub-
lished. Temporally, we identify a shift in research in recent years (2016–2020) with a
considerable increase in interest of MOOC systems, and applications of neural network
architectures to research within these years. This, we argue, is likely the result of the
increase in availability of data generated by MOOC systems, which achieve a consid-
erable throughput of users and therefore volume of data. In the case of applications
of neural network, we argue the interest spike follows the considerable improvements
made in recent years for transformer-based and pre-trained networks. As a final note on
our methodology, we identify limitations in the applications of abstracts only within our
corpus, whereas structured full-text data may have provided valuable insight into topics
of separate sections (e.g., related works, methodologies). We are considering analysing
specifically further research targets in papers, both temporally, to understand to which
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extent the targets have already been reached, or if they are open, as well as in terms or
recent year gaps to fill. Key phrases for our search were based on the ITS Conference
only. This may be a limitation, and other possible variations could be considered. How-
ever, given that the extraction was over the last 20 years, so conforming exactly to our
target time period, we can say with some confidence that these results clearly show the
progress of ITS research during the past 20 years from an ITS conference perspective.
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Abstract. The study of innovation has been thoroughly investigated over the
past five decades by many researchers and organizations. Educational innovation,
in particular, has been studied since the 1970s more systematically. Educational
innovation, its adoption and implementation have been studied not only by various
researchers, namely Fullan, Westera, Cohen and Ball, but different organizations,
such as the Organization for Economic Cooperation and Development (OECD) as
well. However, its implementation constitutes a very demanding task. This paper
addresses the most crucial suspending factors that may hinder innovation imple-
mentation in education through recent and older literature review. The findings of
our study include factors that are related to educators, parents, students and the
educational context in general. This paper is part of a doctorate dissertation which
is currently in progress.

Keywords: Educational innovation · Innovation barriers · Innovation adoption

1 Introduction

Innovation, as Rogers (2003) claims, is an idea, practice or product which is perceived
as something new by any individual or institution wishing to adopt it. International
scientific dictionaries attribute the term innovation the meaning of the introduction of a
new idea, method, technology or product. Oslo and Frascati manuals describe innovation
as a process which leads to the creation of new products andmethods or the improvement
of those already existing. The OECD andMitchell (2003) adopt a similar approach to the
definition of the term of educational innovation. Educational innovation, in particular,
is defined as the implementation of new and upgraded ideas, methods and knowledge.

Educational innovation can be gradual when entirely educational and organizational
changes take place (Westera 2004). Previous studies revealed that educational innovation
should not be identical to educational reform or change that has not undergone new or
improved ideas, methods or practices (King and Anderson 2002). In addition, according
to Fullan (1991) and Dakopoulou (2008), implementation of new instructive approaches
as well as the use of new instructive means that are conducive to the development of
new attitudes as regards education, constitute educational innovation. It is, therefore,
evident that the term does not reflect any educational change, but the adoption of novel
or enhanced methods and technologies.
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Another point that is worth mentioning is that innovation is not a fact but a process
and it should be approached as such with a view to its effective diffusion (Spyropoulou
et al. 2008). This is, undoubtedly, no easy task, given the fact that it is dependent both on
the institutions adopting it and the context in which it is diffused. This study examines
the factors that negatively affect the diffusion of educational innovation along with the
way novel or enhanced practices and technologies are faced by educators and institutions
where educators work.

2 Educational Innovation and Factors Inhibiting Its Adoption

It is common sense that the teachers and the learners are the protagonists of the Educaion.
Process and consequently of the Educational Innovation Process. Hinostroza et al. (2010)
agreed with prior studies e.g. (Barber andMourshed 2007) on the crucial role of teachers
for the innovation’s implementation. Specifically they state that teachers should have
the ability to develop and apply the appropriate knowledge for problems solving and
the necessary communication skills in order to prepare the learners for the knowledge
society.

Howeverwe don’t have to underestimate the significance of the learning environment
and the learningmethods and their impact on the evaluation of education and specifically
on the educational innovation. Kearney et al. (2016) evaluated the classroom climate
and its effect on academic activities and support that the classroom climate analysis
contributes in the development of positive relationships within the learners and teachers.
Troussas et al. (2020) applied Artificial Neural Network and the Weighted Sum Model
in order to develop and test on intelligent tutoring system based on the collaborative
learning styles recommendation.

In addition, new learningmethods enhance the educational process and become a part
of educational innovation. Troussas et al. (2020) observed that mobile learning and game
based learning advance the knowledge level of students. Shulman and Shulman (2004)
argued that the Vision, the motivation and Understanding, the practice, the reflection,
the community constitute necessary characteristics for teachers who are oriented to the
innovation.

According to literature review, educational innovation constitutes the development
and adoption of novel or enhanced tools and technologies in education. Indeed the need
for ongoing improvement in education is interrelated with the search and introduction
of innovations in educational systems. The contribution of innovation to education is
significant, as OECD report in one of their studies, for numerous reasons. First and
foremost, it can underline the value of education and, in particular, be conducive to the
improvement of pedagogic outcomes and the quality of education. It can further expand
knowledge accessibility and benefits of pedagogic outcomes with the aim of facilitating
the adjustment of educational systems to meet the demands of an ever-changing society.
The need for continuous improvement is closely connected to the quest and introduction
of innovation in educational systems. The development and implementation of educa-
tional innovation is a very demanding venture, though, as mentioned in recent and past
papers.

Cohen andBall (2006), who studied the barriers in the implementation of educational
innovation, report that the designers and users are involved in the innovative process,
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thereby focusing their study on them. Evers et al. (2002) also focus their study on
educators, whom they view as users of innovation. Cohen and Ball (2006) added a few
more to those involved in the process, namely those who adopt innovation and specific
legal entities, such as schools, federal services and states. They also claim that the
adoption and use of innovation are two very different things and the more complicated
innovation becomes, the greater their difference. Our studymainly focuses on educators,
who constitute the users of innovation in education, as they are the ones to implement
any innovation in the educational process, either because it is required by educational
institutions or due to the fact that implementation of such innovative processes is part of
their options and initiatives.

Lack of adequate experience in implementation of innovation, lack of preparation
for implementation on behalf of the teachers or lack of time on behalf of the educators
to exchange ideas on the implementation of an educational innovation were the basic
barriers in the implementation of an educational program in Holland, according to Evers
et al. (2002). The educatorswho took part in the programwere facedwith someproblems,
which adversely affected the effectiveness of the program, and were primarily attributed
to the psychological syndrome of exhaustion faced by some educators to a certain extent
at some point in their careers because of the pressure felt to perform their duties. Another
interesting finding by Evers et al. (2002) was that the older the teachers, the greater the
emotional exhaustion they suffered from, despite their extensive experience. This was
due to the implementation of innovation, which was a tremendous change to them. The
negative attitude to the implementation of the innovative program resulted in the teachers’
low self-esteem, which in turn, made them resort to traditional teaching practices.

Lack of motivation, according to Cohen and Ball (2006) is another factor that may
contribute to the ineffectiveness of innovation implementation. On the contrary, motivat-
ing teachers could reduce their resistance to change,which, as previouslymentioned,may
be linked to excessive stress felt after any change in the educational process. Cohen and
Ball (2006), though, maintain that the failure of innovation implementation is the result
of ineffective organization aswell as the complexity and heterogeneity of the educational
context the innovation is aimed at. They continue saying that the different contexts of
educational innovation can influence the design and diffusion of innovation, and that
motivation for the adoption and implementation of educational innovation is inextri-
cably connected to school success. The aforementioned factors that inhibit successful
implementation of innovation are primarily related to educators. However, the role of
parents, who indirectly participate in the educational process, cannot be disregarded,
especially for pre-school and primary education.

Heich (2017) reports that the fact that nowadays both parents contribute financially
to the family budget, as opposed to the past, has influenced parents’ attitude to the
introduction of educational innovation. In fact, parents are fully acquainted with educa-
tional methods they used when they were students, and due to lack of time and over-
loaded schedules, they are suspicious of novel educational methods, cannot understand
the changes they could bring about and discourage their children from accepting their
implementation. Heich’s words: “if parents don’t buy”, then children will also face
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innovation negatively, is characteristic of how parents negatively influence implemen-
tation. No matter how important the parents’ role is, however, the decisive factor for the
implementation of educational innovation is the teachers’ attitude (Morris 1985).

More specifically, Hurst (1978) mentioned that availability of information for inno-
vation, users’ willingness, sustainability and resources for implementation of innovation,
consequences, cost, efficiency and potential pilot test of innovation are the fundamental
criteria for users of innovation to decide whether they will go along with its implemen-
tation or not. The cost criterion was introduced by Doyle and Ponder (1977) along with
the conditions of different classes and effectiveness of their function. The degree of
effectiveness of an educational innovation is related to the degree of meeting the needs
of society (Long 1973) as well as the degree of understanding those needs and finding
alternative solutions (Karmel 1973).

Cohen and Ball (2006) attribute the failure of implementation of innovation to their
design. Theybelieve that lack ofmeticulous design is a suspending factor.Another barrier
to innovation is the inappropriate environment for implementation and this is something
to be taken into consideration during the planning stage. Nevertheless, apart from the
design, the designers’ systematic support as well as the development of strategies that
render innovation self-preserved, are equally important. To add to that, the problems
of implementation should be examined and modifications should be made whenever
required.

It is clear that the environment, teachers, parents and designers can pose potential
barriers to innovation or positively contribute to its implementation. Yet, students should
also be taken into account in the design stage (Evers et al. 2002), as they are the recipients
of innovation and should accept it. It is blatantly obvious, therefore, that what may con-
stitute a barrier in implementing educational innovation can be overcome, on condition
the designers and promoters of innovation take all the factors whichmay prove inhibitive
to its implementation into account. The study of these factors should take place during
the planning stage, so that there is ongoing assessment of the implementation process
and the possible problems associated with it be instantly dealt with.

Teachers’ exhaustion, teachers’ and parents’ lack of time and their reaction to change,
appropriate parents’, students’ and teachers’ information, stress caused by changes to
teachers, parents and students, environment and resources necessary for implementing
educational innovation, as well as the usefulness of every innovation to users should be
an indispensable part of the planning stage and seriously considered by those adopting
it.

3 Conclusion

This study attempted to pinpoint the barriers posed in implementing educational inno-
vations, whether they are related to technology or the introduction of novel or enhanced
educational methods and tools. Looking into the literature we focused on the key factors
of the learning process. Teachers and learners have the most important role and they
participate in the educational procedure which takes places in the learning environment.
Many years ago we located the school as the environment of the learning procedure.

However today, the new technologies developed on intangible environment based
on the internet technologies. In this study we observed that the barriers of educational
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innovation development are related with the teachers and learners and also with envi-
ronment and technology. As we conclude from the prior and recent literature the lack
of willingness and vision for communities learning prevents the innovative prospect of
educational process. Moreover the inadequate training in new technologies blocks the
innovation at learning methods which are based on information technologies. Learners
and their parents – for young pupils- can be also a barrier of the orientation to innovation
if they are not familiar with new technologies. Regarding the environment, no techno-
logical innovative teaching methods could me expected in a non appropriate equipped
educational environment.

Future research will further examine the use of information technology as a tool
for the diffusion of educational innovation and will focus on the contribution of ICT
to the implementation of educational innovation and the creation of dynamic learning
environments.
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Abstract. Massive Open Online Course (MOOC) systems have become
prevalent in recent years and draw more attention, a.o., due to the
coronavirus pandemic’s impact. However, there is a well-known higher
chance of dropout from MOOCs than from conventional off-line courses.
Researchers have implemented extensive methods to explore the reasons
behind learner attrition or lack of interest to apply timely interventions.
The recent success of neural networks has revolutionised extensive Learn-
ing Analytics (LA) tasks. More recently, the associated deep learning
techniques are increasingly deployed to address the dropout prediction
problem. This survey gives a timely and succinct overview of deep learn-
ing techniques for MOOCs’ learning analytics. We mainly analyse the
trends of feature processing and the model design in dropout prediction,
respectively. Moreover, the recent incremental improvements over exist-
ing deep learning techniques and the commonly used public data sets
have been presented. Finally, the paper proposes three future research
directions in the field: knowledge graphs with learning analytics, compre-
hensive social network analysis, composite behavioural analysis.

Keywords: MOOCs · Deep learning · Dropout prediction · Learning
analytics

1 Introduction

Although Massive Open Online Courses (MOOCs) have been deemed as a pop-
ular choice of online education [22], the low completion rate (7–10% on average)
has become a primary concern [4,8,26]. To address the problem, researchers are
interested in exploring why students drop out, by applying different approaches.

Concomitantly, deep learning is a major sub-domain of machine learning and
has consistently obtained higher accuracy, compared with conventional statistical
linear regression, including for student dropout prediction [6,29].

Several previous papers surveyed the current progress of learning analyt-
ics in MOOCs [12,41,48], but none of them considered the application of deep
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learning in the area. In this paper, we specifically focus on analysing deep learn-
ing in MOOCs, by differentiating deep learning from classical machine learning.
Extensive studies [40,54,56,57,61,62] have investigated the dropout problem.

In this paper, a brief, timely overview of deep learning techniques that have
been used to tackle the dropout problem, is presented. This study aims to help
researchers understand the trends of using deep learning in MOOCs better and
gain future research insights. The main contributions of this study are:

1. First presentation of a succinct and timely overview of the application of deep
learning in MOOC dropout prediction.

2. Summarising the trends of feature processing and development of applied
deep learning models for MOOCs, for informing research and implementation
decisions of the community.

3. Identifying the recent improvements of existing deep learning techniques in
the area and informing on the publicly available data for experimentation.

4. Discussing and highlighting of three possible future research directions: knowl-
edge graph with learning analytics, comprehensive social network analysis and
composite behavioural analysis.

2 Method

This paper surveys recent literature, to outline and clarify the progress of deep
learning approaches to learning analytics, mainly regarding student dropout pre-
diction. Extensive databases, including Springer Link, Association for Comput-
ing Machinery (ACM)and IEEE Xplore have been searched, by indexing key-
words in titles, such as “MOOC dropout prediction”, “deep learning in learning
analytics”, “application of deep learning in MOOC dropout prediction” and
“MOOC dropout prediction using deep learning”, and we found 570 papers
published from 2015 to 2020. We only focused on primary research articles, sur-
veys, evaluations or reviews were excluded. Papers that mainly used conventional
machine learning for dropout prediction [19,36] deep learning for other tasks e.g.,
grade prediction [17], learner interactions [15] or other purposes [33] rather than
dropout prediction were also ruled out. We next examined the whole text of the
41 remaining papers to understand the content and focus of deep learning in
MOOC dropout prediction. Furthermore, we analysed and evaluated the trends
and improvements of deep learning on the topic of dropout prediction.

3 Deep Learning in Learning Analytics of MOOCs

As explained in Sect. 1, extensive studies [40,54,56,57,61,62] have investigated
the dropout problem. However, most of them only adopt the basic Recurrent
Neural Networks (RNN) to process the sequential data. However, other advanced
deep learning methods, such as Convolutional Neural Networks (CNN), Graph
Neural Networks (GNN) and other deep learning models present promising alter-
natives. They are, however, less applied to dropout prediction in MOOCs, as
analysed below.
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Considering the temporal activities of students, existing dropout prediction
researches in MOOCs mainly use RNN networks to obtain the temporal student
behavioural information contained in the whole sequence [51]. Driven by the suc-
cess in other prediction areas addressed before, CNN networks have started to
be applied in learning analytics. CNN is a multi-layer neural network to extract
features locally and could avoid the complex feature extraction. Currently, the
main predictive features of existing dropout prediction studies using deep learn-
ing could be divided into learning activity-based prediction and comment analysis
on discussion forums. We also present other recent improvements over existing
deep learning techniques deployed in MOOC prediction.

3.1 Learning Activity-Based Prediction

In the learning activity-based prediction field, we categorise the research
into the development of the feature process and model selection. Studies [7,14,31]
treated learning activities as features, which generally include number of learning
sessions, video viewing and clickstream, quiz attempt, forum views and posts, page
views and so on. However, those features generally require manual processing by
RNN models that are not flexible and time-consuming.

To address this problem, [51] proposed a ConRec Network model consisting of
CNN and RNN, to automatically extract features from raw records, as CNN net-
works performs well at automatic feature extraction from raw input [16]. Despite
the success of feature processing, the ConRec model is not outperforming the
conventional feature engineering method. [39] then used a two-dimensional CNN
directly, to learn the best features from the raw click-stream data, to reduce the
complexity of feature extraction; they reached 86.75% dropout forecast accuracy.

Recently, [26] reported novel progress of applying RNN directly to raw log-
line level click-stream data with no feature engineering, which was inspired by
the success of one popular variant of RNN models, the Long Short-Term Memory
(LSTM) Networks, on anomaly detection using raw texts [63]. They combined
Gated Recurrent Unit (GRU-RNN) and dropout layers to solve long-term tem-
poral dependencies and over-fitting, which could be further extended to other
large-scale data sets.

To conclude, reducing the complexity of feature selection and processing is
an important trend in the research area and both CNN and RNN methods could
achieve the goal, although the former is more intuitive and robust for raw click-
stream data [26].

From the model perspective, some researches use fundamental deep learn-
ing models, such as Feedforward neural networks (FFNN), which do not consider
the connections among nodes within the same layer, and thus represent the sim-
plest type of artificial neural network [43]. For instance, [3] used FFNN in a
dropout prediction study, but their results could not identify the dropout stu-
dents early enough [56].

Due to the temporal nature of attrition in MOOCs, the most popular models
used for the dropout prediction are RNNs, as they are based on the temporal
prediction mechanism with trace data. However, RNN models generally suffer
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from long-term dependency on learning behaviours in these studies, leading to
limited prediction performance. Additionally, all these studies [9,14,44,50] stress
more temporal characteristics, but neglect the fact that students are likely to
exhibit similar learning patterns during a period.

Based on the above findings, [53] proposed a novel CNN model for dropout
prediction, to capture the local correlation among the learning features, as a
feature matrix. These studies mainly treat all the automatic extracted features
equally, but fail in considering the relative influence of different features on the
outcome of dropout prediction.

Addressing the problem, [65] developed a FWTS-CNN model to consider
both feature weights and learning time series, by ranking the filtered key features.
This idea is akin to the widely applied attention mechanism in deep learning
introduced by [47], and improved accuracy by 2% compared to using CNN alone.
[38] also reported 1.75% AUC (area under the curve) improvement by integrating
an attention embedding of learners’ behaviours. We refer the reader elsewhere
[60] for more details on the attention mechanism.

3.2 Comment Analysis

Apart from the conventional predictors of learning, the analysis of informative
comments and posts could provide an understanding of learners’ satisfaction
and attitudes [13]. This has become a current research hotspot in the area. For
example, [59] found a positive correlation between the students’ confusion posts
in forums and dropout. [7] found a positive relation by applying an FFNN model
to examine sentiments of the forum posts data to predict the student attrition
in MOOCs in the following week, with an accuracy of 88%. [55] also found a
negative correlation between participation in forums and dropout rate.

However, these existing studies simply explore the positive and negative emo-
tions [32], while learners could have more complex achievement emotions, such
as confusion, boredom, shame, which could affect the learning outcome [37]. A
deeper understanding of the reasons of how students think and feel regarding
the course could help to timely identify students at risk and help improve their
engagement [21].

3.3 Recent Improvements

Several recent works made incremental improvements over existing deep learn-
ing techniques deployed in MOOC prediction. [24] incorporated a graph con-
volutional network (GCN), to consider more latent features of learners, such
as social interaction with others and courses, as well as learners’ embeddings
(representations) for prediction. GCN is proposed by [25] to capture both global
structural and local patterns by treating inputs as a graph. As graphs can be
irregular, arbitrary, non-Euclidean in structure and contain rich values, they are
arguably capable of representing the knowledge among entities (students and
courses) in the real world [46,64]. Additionally, most existing work focuses on
performance prediction based on predefined fixed order of learning activities
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(videos, readings and assessment) while the conventional sequential models are
unable to be implemented when there are online question pools where students
could select which question to answer [30]. As nodes (entities) in graphs can
be order-invariant, the student-interaction-question could be represented by a
graph neural network (GNN) model; [30] proposed a novel method, R2GCN, to
fully model the knowledge evolution of students and predict their performance
in interactive online question pools. The idea of representing the online learning
system as a graph to leverage students’ relations, activities and courses could be
extended further. Additionally, most studies mainly utilise the post-hoc predic-
tion structures, while required features are not entirely knowable for predictive
models in incomplete courses [23]. Addressing the problem, [23] proposed a new
algorithm based on knowledge distillation, which only requires a few basic fea-
tures, but still reaches promising forecasting results.

3.4 Dataset Summary

Popular MOOC platforms are EdX, FutureLearn, Udemy, Coursera, Khan
Academy, Canvas and other open online study channels. Researchers collected
data from those platforms or use public datasets summarised as in Table 1, below.

Table 1. MOOC data set summary

Datasets Category Source Citation

Standford MOOCPosts Forum discussion [2] [52]

Act-Mooc Social network [27] [58]

KDDCup 2015 Learning analytics [31] [5,51]

OULAD Learning analytics [28] [20,24]

HarvardX person Learning analytics [34] [23,45]

Coursera forums Forum discussion [42] [18]

4 Future Directions

Though deep learning techniques have proven their power for dropout prediction
in MOOCs, there is still room for improvement, due to the complexity of learner
behaviours and sentiments. As most studies only focus on prediction based on
students’ learning behaviors or other interaction activities, respectively, we sug-
gest three future directions including more features using deep learning models,
based on our review and the literature gaps it exposed.

– Knowledge Graphs with Learning Analytics As aforementioned, graphs
can be flexible and expressive. Knowledge graphs (KGs) are graphs that con-
sist of facts and relations among entities [49], and have been applied to
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MOOCs [11] to represent the online learning resources across several plat-
forms and to represent the relations between students and courses [24]. In
fact, these techniques could be implemented to account for more demographic
information of learners, such as age, gender, nationality, working experi-
ence, educational background, disability, socio-economics and so on, stud-
ied to extend dropout prediction [35]. Advanced models, like GNN, could
be deployed, to treat the demographic information as features of learners
(nodes) and classify the type (active/neutral/passive) of learners, or cluster
them into the same group with a similar background for further analysis.
Additionally, by implementing GNN models (property of invariance to node
order), the analysis of the knowledge evolution process could be extended to
other learning analytics tasks, e.g., adaptive online learning and early inter-
vention, without requiring the predefined learning curriculum.

– Comprehensive Social Network Analysis The social interactions of stu-
dents could reflect their engagement and persistence in MOOCs. However,
there is a lack of serious research efforts in analysing the influence of social net-
work structures and other features of academic assessment (e.g., time of video
watching, quiz attempts) comprehensively on students’ engagement [10]. In
addition to student-related factors, MOOC related factors like course design
and lacking of isolation are crucial dropout predictors [1,21]. Researchers
could thereby consider how to integrate structural-based social network anal-
ysis with other students’ learning activities and MOOC related factors like
course content using deep learning models in future.

– Composite Behavioural Analysis In addition to learning activity-based
prediction and comments analysis, multi-modal analysis is a possible future
direction. As deep learning techniques push the dropout prediction, one
research goal is to understand learners more comprehensively and in-
depth, regarding their satisfaction, attitudes, confusion, boredom as well as
other possible sentiments, to enhance their learning in MOOCs. To do so,
researchers could also incorporate more behavioural observations and analy-
sis, such as face emotion detection and physiological reactions based on CNN
and other advanced models, which also allows instructors to consider the
information to adapt their course content.

5 Conclusion

This paper presents a succinct survey of deep learning techniques for analysing
the student dropout problem. The survey draws several conclusions. First, unlike
conventional feature engineering techniques, the current trend is to use end-to-
end deep learning models, including the recent RNNs and CNNs to automatically
extract features from raw data. Second, despite the nature of gradual attrition
in MOOC, CNNs are increasingly deployed to avoid the long-term dependency
problem and complex feature processing. Third, many studies focus on providing
early prediction based on rough discrete emotions, rather than understanding
more in-depth sentiments and problem inducing student dropout, and thus new
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methods should be developed. Fourth, we identify the recent improved work
over existing deep learning techniques applied in the area. Lastly, we summarise
the commonly used public datasets and suggest three future directions for the
study of deep learning in MOOCs: knowledge graphs with learning analytics,
comprehensive social network analysis and composite behavioural analysis.
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Sanagust́ın, M., Drachsler, H., Elferink, R., Scheffel, M. (eds.) EC-TEL 2018.
LNCS, vol. 11082, pp. 497–509. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-98572-5 38

20. He, Y., et al.: Online at-risk student identification using RNN-GRU joint neural
networks. Information 11(10), 474 (2020)

21. Hone, K.S., El Said, G.R.: Exploring the factors affecting MOOC retention: a
survey study. Comput. Educ. 98, 157–168 (2016)

22. Jordan, K.: Massive open online course completion rates revisited: assessment,
length and attrition. Int. Rev. Res. Open Distrib. Learn. 16(3), 341–358 (2015)

23. Kang, T., Wei, Z., Huang, J., Yao, Z.: MOOC student success prediction using
knowledge distillation. In: 2020 International Conference on Computer Information
and Big Data Applications (CIBDA), pp. 363–367. IEEE (2020)

24. Karimi, H., Derr, T., Huang, J., Tang, J.: Online academic course performance
prediction using relational graph convolutional neural network. In: Proceedings of
The 13th International Conference on Educational Data Mining (EDM 2020), pp.
444–450 (2020)

25. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional
networks. arXiv preprint arXiv:1609.02907 (2016)

26. Kőrösi, G., Farkas, R.: MOOC performance prediction by deep learning from raw
clickstream data. In: Singh, M., Gupta, P.K., Tyagi, V., Flusser, J., Ören, T.,
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Abstract. Knowledge tracing models the cognitive process of skill
acquisition of a student to predict the current knowledge state. Based
on cognitive processing theory, we regard student knowledge state in
dichotomous view in alignment with Performance Factor Analysis (PFA).
Assuming that a student’s correct and incorrect responses are funda-
mentally different for modeling a student’s knowledge state, we propose
a Dichotomous Knowledge Tracing (DiKT), a novel knowledge tracing
network with a dichotomous perspective on a student’s knowledge state.
We modify the network’s value memory by dividing it into two mem-
ories, each encoding recallable and unrecallable knowledge to precisely
capture the student knowledge state. With the proposed architecture,
our model generates a knowledge trajectory that instantly and accurately
portrays a student’s knowledge level based on learning history. Empirical
evaluations demonstrate that our proposed model achieves comparable
performance on benchmark educational datasets.

Keywords: Knowledge tracing · Performance Factor Analysis ·
Dynamic Key-Value Memory Network · Deep learning · Student
modeling · Learning analytics

1 Introduction

Computer-aided instruction (CAI) aims to provide individualized teaching with
the awareness of who is being taught [16]. Among approaches to represent how
much a student knows at any time, Knowledge Tracing (KT) aims to model the
cognitive process of skill acquisition to predict the knowledge state of a student
[1]. The migration of learning to an adaptive, large-scale online environment
aspired the applications of knowledge tracing for modeling student knowledge
acquisition. In the online learning setting, the gathered student data in the
system records student responses to questions, mainly focusing on the student’s
factual and experiential evaluation.

Application of deep learning models on knowledge tracing for adaptive, large-
scale online learning environment showed promising results in modeling student
knowledge acquisition. Especially, Deep Knowledge Tracing (DKT) and Dynamic
Key-Value Memory Network (DKVMN) demonstrated significant performance
on the task of predicting future student performance [14,22]. These approaches
c© Springer Nature Switzerland AG 2021
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are built upon the theory of skill knowledge and share the definition of student
knowledge along with KT, where it aims to model the cognitive process of skill
acquisition to predict the knowledge state of a student.

The student data in the online learning environment is the history of accu-
mulated declarative knowledge that portrays the student’s mastery level on a
concept [8]. Therefore, the student data conveys the attempts to recall knowledge
to the surface of conscious awareness. The ability to recall knowledge is depen-
dent on the effectiveness of the student’s encoding operations on the subject [7].
The difficulty of recall differentiates among degrees of encoding of knowledge
to memory. The degree ranges from well encoded to barely adequate for recall,
introducing recalled-unrecalled dichotomy on knowledge [17].

Performance Factor Analysis (PFA) regards student knowledge state in
dichotomous view [12]. PFA is a variation of the probabilistic cognitive diagnosis
model emphasizing flexibility in an adaptive online environment. PFA considers
performance the strongest indicator of student ability and divides the student’s
ability into a success variable and a failure variable. PFA finds their assumption
on the categorization of practice to success and failure in the psychological lit-
erature that success may lead to student automaticity and less forgetting while
failure uncovers the need for accumulation of declarative knowledge [13].

Adopting from student’s cognitive process and PFA on student knowledge,
we assume that a student’s correct and incorrect responses are fundamentally
different in characteristic for modeling a student’s knowledge state, affecting the
predicted student mastery level on a concept. Thus, we regard the correct answer
as recalled knowledge and the wrong answer as unrecalled knowledge. Based on
our assumption on student knowledge, we propose a novel Dichotomous Knowl-
edge Tracing network (DiKT). We modify the DKVMN’s value memory by divid-
ing it into two memories, each encoding recallable and unrecallable knowledge,
to better model the student knowledge state.

Our contribution is threefold: First, we revisit the definition of student knowl-
edge defined in knowledge tracing and explores dichotomous views on student
knowledge. Second, we propose a novel deep knowledge tracing architecture that
considers two knowledge states, each encoding recallable and unrecallable con-
cepts. Third, we demonstrate that our proposed model generates more com-
prehensible learning trajectories while achieving comparable performance with
existing knowledge tracing models.

2 Related Work

2.1 Information Processing Theory

Information processing theory describes a student’s cognitive process to trans-
form knowledge into long-term memory [3]. The final stage of the cognitive pro-
cess is retrieval, which is referred to as the surfacing of the encoded knowledge in
long-term memory to the level of consciousness. Easy retrieval of the knowledge
requires well-encoded knowledge in memory and suitable retrieval cues.
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As cognitive psychology literature suggests, the student’s memory encoding
is characterized as levels of processing [2]. The basic notion is that memory
duration is determined relative to the level of depth at which the information is
processed [11]. A deep level of processing requires analysis in terms of semantics
and is assumed to induce longer and stronger memory trace. Shallow process-
ing, on the other hand, focuses on the non-semantic analysis of orthographic
or phonological attributes [10]. The concept of levels of processing retains the
assumption of the difference between deep and shallow processing, suggesting
the dichotomous view of memory in learning.

2.2 Performance Factor Analysis

Performance Factor Analysis (PFA) is an educational data mining model that
predicts accumulated learning of a student [12]. PFA is proposed to overcome
the limitations of Learning Factor Analysis (LFA), which is insensitive to the
student’s practice frequency. PFA modifies the LFA’s standard form by replac-
ing the student ability term with the student’s prior success and failure on a
particular knowledge concept. The PFA model is formulated as:

p(m) = σ(
∑

j∈KCs

(βj + γjsj + ρjfj))) (1)

where p(m) is the probability of accumulated learning of a student, βj is the
easiness of a knowledge concept j, and σ is a sigmoid function. The sj is prior
success attempts, and fj is prior failure attempts, and together, they indicate
the student ability. The γ and ρ are the weights of observed counts. PFA divides
the student’s succeeded and failed attempts to make the model sensitive to the
student’s failed attempts. Including the failure attempts to the model allows the
incorrectness as a measure of learning, contrasting the successful attempts.

2.3 Deep Learning Based Knowledge Tracing

Knowledge Tracing (KT) aims to personalize the learning process for efficient
skill mastery and predict future student performance by observing student
progress on knowledge concepts [1]. KT is based on the theory that the pro-
cess of skill acquisition is constructed into three stages: acquiring declarative
knowledge, proceduralization of knowledge, and acquiring procedural knowledge
[5]. KT further assumes that procedural knowledge is presumably represented as
a probability estimate that associates a student’s current knowledge state and
student actions of problem-solving. Based on this theory, KT is transformed into
a task of predicting the mastery level on a knowledge concept given the histori-
cal academic achievement trajectories. The task attempts to model a student’s
changing knowledge state on a concept during the process of learning.

A recent and state-of-the-art approach to predict the mastery level of a stu-
dent utilizes deep learning models. Deep Knowledge Tracing (DKT) was the first
to apply Long-Term Short Memory (LSTM) to model the changing knowledge
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state of the student [14]. Current deep learning approaches have advanced to
incorporating exercise text [4] or utilizing concept hierarchy as graphs [18].

Dynamic Key-Value Memory Network (DKVMN) was proposed due to limi-
tations of DKT on the latent representation of the student knowledge [22]. The
DKT compresses a student’s knowledge of all concepts into a single hidden state
of fixed dimensions. As the sequence of student exercises gets longer, it becomes
difficult to trace the student’s knowledge of a certain concept.

To overcome the limitation of DKT, DKVMN utilizes the Key-Value Memory
Network structure. DKVMN’s architecture is based on a Memory-Augmented
Neural Network, where it has an external memory module outside of the network
to store the latent representation and interacts with the controller using read
and write heads [9]. Adopting this architecture, DKVMN keeps two memories: a
static key memory for storing knowledge concepts and a dynamic value memory
for recording students’ knowledge state on each concept. DKVMN outperformed
DKT with robustness to overfitting and fewer model parameters, introducing
advantages of memory network architecture over standard LSTM.

To the best of our knowledge, Deep-IRT is the first approach to merge the
deep knowledge tracing models and the probabilistic knowledge tracing model
[21]. Deep-IRT outputs the student ability and concept easiness variable using
DKVMN architecture, and the final probability of correctness is calculated by
passing those two values to the Item Response Theory function [15]. Taking
on the attempt to consolidate IRT and DKVMN, we propose to integrate the
essence of PFA into DKVMN.

3 DiKT: Dichotomous Knowledge Tracing Network

We propose to reflect these different knowledge states to the deep neural network
architecture with our assumption on the fundamental differences between the
recallable and unrecallable knowledge of a student. We divide the value memory
into two value memory matrices, each encoding the recallable or correct exercise
and unrecallable or incorrect exercise of a student. The overall architecture of
our model is illustrated in Fig. 1a.

The problem formulation of KT is: given a student’s exercise history X =
{x1, x2, . . . , xt} where each x is a tuple of a question and the response to the
question xt = (qt, rt) and student response is a binary variable r ∈ 0, 1, predict
the probability that the student will correctly respond to a question in the next
time step p(rt+1 = 1|X, qt+1).

The first step of the model is generating a correlation weight vector, which
indicates the degree of association between the question and each latent concept.
First, the question embedding vector kt is generated by multiplying the question
qt with an embedding matrix A. The correlation weight is computed by applying
the softmax activation to the inner product of the question embedding vector
and the static key matrix: wt = Softmax(kT

t Mk(i)).
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Fig. 1. The overall architecture of proposed models. The key matrix and correlation
vector are in dark gray. The read and write process of recallable and unrecallable value
memory is in orange and green, respectively. The summary vector is in yellow. The
modified DiKT model of Fig. 1b outputs a separate summary vector for each value
memory. Best viewed in color. (Color figure online)

3.1 Recalled and Unrecalled Value Memory

In contrast to the DKVMN, we produce the read content for each of the value
memory. The recallable read content rc

t is produced as the weighted sum of the
correlation weight to the recallable value memory where N is the number of
latent knowledge concepts.

rc
t =

N∑

i=1

wt(i)Mcv
t (i) (2)

The unrecallable read content is produced simultaneously.

ru
t =

N∑

i=1

wt(i)Muv
t (i) (3)

Then, the recallable and unrecallable read content and the question embedding
vector kt are concatenated. The final concatenated vector goes through a fully
connected layer Ws and the hyperbolic tangent activation function to produce
the summary vector ft.

ft = tanh(WT
s [rc

t , r
u
t ,kt] + bs) (4)
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For the final step, the summary vector ft goes through the fully connected
output layer Wo to produce the final probability of response correctness on a
question of the student.

pt = σ(WT
o ft + bo) (5)

The write process to the recallable and unrecallable value memory also occurs
simultaneously. First the tuple (qt, rt) is divided into correct responses and incor-
rect responses of the student, (qc

t , r
c
t ) and (qu

t , ru
t ). Then, each tuple is embedded

with the same embedding layer B and produces recallable embedding vector vc
t

and unrecallable embedding vector vu
t .

Each embedding vector goes through a fully connected erase layer and fully
connected add layer, producing an erase vector and an add vector for each of
recallable and unrecallable tuples.

ec
t = σ(EcTvc

t + bc
e) (6)

eu
t = σ(EuTvu

t + bu
e ) (7)

ac
t = tanh(DcTvc

t + bc
a)T (8)

au
t = tanh(DuTvu

t + bu
a)T (9)

The resulting recallable and unrecallable erase and add vectors are multiplied
with the correlation weights and added to the previous time step’s corresponding
value memory. The erase-and-add mechanism of the write process mimics the
behavior of the input gate and forget gate, allowing the value memory to stay
up-to-date on the latest information.

M̃cv
t (i) = Mcv

t−1(i)[1 − wt(i)ec
t ] (10)

M̃uv
t (i) = Muv

t−1(i)[1 − wt(i)eu
t ] (11)

Mcv
t (i) = M̃cv

t−1(i) + wt(i)ac
t (12)

Muv
t (i) = M̃uv

t−1(i) + wt(i)au
t (13)

3.2 DiKT Augmented with PFA

To further explore the possibility of integrating probabilistic and deep KT mod-
els, we adapt our model to the architecture of Deep-IRT [21]. The Deep-IRT
augments DKVMN by attaching student ability and difficulty network that
outputs the parameters for two-parameter logistic IRT model of the function
pt = σ(3.0 ∗ θtj − βj) [20].

The structure of the network is illustrated in the Fig. 1b. To incorporate this
architecture, we do not concatenate the recallable read content and unrecallable
read content. Instead, we extend our model to produce two separate summary
vector for each value memory, ftγ and ftρ. The resulting recallable and unre-
callable summary vector separately goes through an additional fully connected
layer, producing success variable γtj and failure variable ρtj of PFA.

γtj = tanh(Wγftγ + bγ) (14)



DiKT: Dichotomous Knowledge Tracing 47

ρtj = tanh(Wρftρ + bρ) (15)

The difficulty level βj is calculated in accordance with Deep-IRT. The final prob-
ability is calculated as pt = σ(γtjσ(stj)+ρtjσ(ftj)−2.0∗βj). The difficulty level
is doubled to scale the final output of the model before the sigmoid activation
into range [−4, 4] so that the maximum model output is σ(4) = 0.982.

4 Experiments

We evaluate our proposed models’ performance with three baseline models,
DKT, DKVMN, and Deep-IRT, on four benchmark datasets, ASSISTments2009,
ASSISTments2015, Statics2011, and Synthetic. We use accuracy and the Area
Under the ROC Curve (AUC) for evaluation while considering AUC as the pri-
mary metric for model performance.

ASSISTments datasets1 are collected from ASSISTment’s online tutoring
system. We use skill-builder data gathered in school years 2009-10 and 2015.
Statics20112 is from Carnegie Melon’s Open Learning Initiative (OLI) platform
and contains 335 student data from a statics course of Fall 2011. Synthetic
dataset3 consists of responses from 2,000 simulated students generated with Item
Response Theory. The data consists of student responses on a sequence of 50
questions, where each question belongs to one of the five hidden concepts.

All networks are implemented with the Pytorch library with the distributed
data-parallel method. For preprocessing, we limit the maximum sequence length
of each instance to 200-time steps. We train all models for 100 epochs using the
binary cross-entropy loss. We use the Adam optimizer with β1 = 0.9, β2 = 0.999
and ε = 1e−8 [6]. We use the Noam learning rate scheduler with 4,000 warm-up
steps [19]. The dimensions of the key, value memory, summary vector, number
of knowledge concepts are adjusted according to each dataset. We early stop
the training when the model’s validation performance does not improve for 40
epochs. We provide the final model performance using weights with the highest
validation AUC.

Table 1. The experiment results. Best results are highlighted in bold. Our proposed
model achieves the best performance on most of the datasets.

DKT DKVMN Deep-IRT DiKT DiKT+PFA

ACC AUC ACC AUC ACC AUC ACC AUC ACC AUC

ASSISTments2009 81.55 76.74 76.37 81.07 75.76 79.76 76.56 81.33 76.34 80.30

ASSISTments2015 74.79 72.82 74.91 72.49 74.88 72.04 75.16 72.60 74.82 70.78

Statics2011 80.98 82.68 81.50 81.00 80.41 80.77 80.85 83.20 80.32 80.57

Synthetic 73.94 80.91 74.04 81.21 74.16 81.26 74.41 81.72 73.66 80.62

1 https://sites.google.com/site/assistmentsdata.
2 https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=507.
3 https://github.com/chrispiech/DeepKnowledgeTracing.

https://sites.google.com/site/assistmentsdata
https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=507
https://github.com/chrispiech/DeepKnowledgeTracing
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4.1 Model Performance

Table 1 presents the prediction performance of our proposed models in accuracy
and AUC. DiKT achieves the best performance compared to baseline models
on four datasets. This suggests that separating students’ recalled and unrecalled
knowledge is more effective in modeling student knowledge. Moreover, our DiKT
model achieves better performance than PFA-augmented DiKT, implying the
limitation of constructing the model’s final output based on a linear equation.

Fig. 2. Learning trajectories of DKT, DKVMN, and DiKT. Y-axis is knowledge con-
cepts (color-coded) and x-axis is a student’s learning history. The learning trajectory
of our proposed model, DiKT (2c) accurately captures the student’s knowledge state
by distinctively representing knowledge level for each concept based on the learning
history. Compared to DiKT, baseline models’ learning trajectories are incomprehensi-
ble or imprecisely tracks the student’s knowledge state for each concept. Best viewed
in color. (Color figure online)

4.2 Model Comparison

We further evaluate and compare the model’s inference ability to capture the
changing knowledge state of students. We draw an arbitrary student’s learning
trajectories on a sequence of 50 questions using the ASSISTments2009 data. The
learning trajectory visualizes a model’s prediction of giving the correct answer
to each of the questions. Each row indicates a concept, and each cell’s color
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Fig. 3. Learning trajectories of Deep-IRT and DiKT+PFA. The learning trajecto-
ries are drawn with the same learning history of Fig. 2. The learning trajectory of
DiKT+PFA (3b) better captures the knowledge state than Deep-IRT, immediately
portraying student responses in representing knowledge state.

denotes a student’s estimated knowledge state of the concept. Darker the color,
the higher the student’s estimated knowledge. The resulting learning trajectories
are presented in Fig. 2 and Fig. 3. All trajectories are drawn using the same
learning history.

The learning sequence of the student is presented in the top of Fig. 2a. A
full circle and an empty circle denote student’s correct and incorrect answer,
respectively. Among the five concepts, the student gave incorrect answers to
the second and the fourth concept. We first compare the learning trajectories
of DKT, DKVMN, and DiKT, presented in Fig. 2a, 2b, and 2c, respectively.
The learning trajectory of the DiKT accurately estimates the student’s knowl-
edge state compared to DKT and DKVMN. In DiKT’s trajectory, the estimated
knowledge level decreases for the second and the fourth concept which correctly
portrays the student’s learning history.However, the trajectory of DKVMN does
not seem to consider the second concept. We believe that DiKT is more sensitive
to right and wrong answers of the students due to separating the value memory,
while DKT and DKVMN encode the information into a single cell or memory.

We also present learning trajectories of models that construct outputs with
linear models in Fig. 3a and 3b. Compared to Deep-IRT, the DiKT+PFA cor-
rectly estimates low knowledge level for the second and the fourth concept. The
DiKT+PFA is also more responsive to student answers than Deep-IRT, where
the change of student knowledge state prediction occurs gradually.

Although our proposed model achieves similar performance with baseline
models, our model provides more comprehensive learning trajectories. To deploy
the model for supporting teaching and learning, the accurate model inference
is more instrumental than model performance, that model performance only
portrays the model’s ability on a sample population of students. Our models
can present reasonable and comprehensible learning trajectories, broadening the
application scope of deep learning models to aid individualized learning.
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5 Conclusion

We propose a novel knowledge tracing deep neural network named Dichotomous
Knowledge Tracing. DiKT constructs two separate value memories to integrate
the level of cognitive processing of knowledge recall into the deep neural network
architecture. With the independent modeling of student knowledge, our proposed
model improves the network’s predictive power in precisely capturing the stu-
dent’s changing knowledge state. Empirical evaluation of four datasets demon-
strates that our model generates comprehensible learning trajectories with high
performance. For future work, we plan to implement our model into a large-scale
online learning platform, providing effective learning experience to students.
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Abstract. Intelligent tutoring systems become increasingly common in
assisting human learners, but they are often aimed at isolated domain
tasks without creating a scaffolding system from lower- to higher-level
cognitive skills. We designed and implemented an intelligent tutoring
system CompPrehension aimed at the comprehension level of Bloom’s
taxonomy that often gets neglected in favour of the higher levels. The
system features plugin-based architecture, easing adding new domains
and learning strategies; using formal models and software reasoners to
solve the problems and judge the answers; and generating explanatory
feedback and follow-up questions to stimulate the learners’ thinking. The
architecture and workflow are shown. We demonstrate the process of
interacting with the system in the Control Flow Statements domain.
The advantages and limits of the developed system are discussed.

Keywords: Bloom’s taxonomy · Adaptive learning · Cognitive
learning · Constraint-based tutors · Intelligent tutoring system

1 Introduction

Lately, a large number of Intelligent Tutoring Systems (ITS) is developed for
different subject domains. Less effort is spent on categorising the learning tasks
they use to provide adequate scaffolding for developing higher-level skills.

The popular Bloom’s taxonomy [3] of educational objectives identifies six
levels of cognitive skills that, ideally, should be developed in that order because
higher-level skills rely on lower-level ones. Learning tasks on the first three levels
are mostly simple: any sequence of correct steps leads to a solution. The higher-
level tasks often require a strategy to reach the objective; not all correct moves
will bring the learner to the solution. So on the knowledge, comprehension, and
application levels the difference between cognitive (follow the learner step-by-
step during problem solution) and constraint-based (checking snapshot solution
states for not breaking the domain constraints) [10] ITSs is negligible.
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While higher-level objectives are often the true goals of education, concen-
trating on high-level assessments may result in lessening learning gains as some
students try to solve high-level problems without good knowledge and compre-
hension of the subject-domain concepts that limits their progress severely. E.g.,
students have difficulties writing code even given an algorithm as they do not
make the connection between pseudo-code and programming-language code [16].

Knowledge can be taught using simple quizzes, but developing comprehension
and learning to apply rules requires intelligent support. This makes developing
ITSs aimed at comprehension and application levels an important challenge.
The relative simplicity of comprehension-level assessments allows using formal
domain models and software reasoners [1,15]. This opens the way to develop-
ing a multi-domain ITS where subject domains can be attached as plugins.
Comprehension-level tutoring systems are most useful when learners are intro-
duced to new subject domains including large numbers of new concepts. We
chose introductory programming as one such domain for in-depth study.

2 Related Work

Modern Intelligent Programming Tutoring Systems (IPTS) provide a wide range
of features for learning-process support in different domains, such as program-
ming tasks with feedback, quizzes, execution traces, pseudo-code algorithms,
reference material, worked solutions, adaptive features, and many others [5].

Reviewing related works, we used the following criteria. (1) Domain-indepen-
dence requires using an open model for representing domains, including concepts,
their relations, and laws. (2) Levels of Bloom’s Taxonomy [3] (cognitive domain)
that IPTS is aimed at. If the high levels are targeted, how much they are sup-
ported by developing low levels first? (3) Question and task types. They affect
learning objectives and the available feedback. (4) Feedback types provided.

Some ITPSs allow to generate tasks using templates and domain models [8,
11], but most of the use only predefined tasks [4,6,7,9,12,16]. They are aimed at
different levels of Bloom’s Taxonomy objectives - comprehension [8], application
[4,11,16], analysis and synthesis [6,7,9,12,14]; some of them include limited
support for underlying levels. The systems utilise different question types - single
choice [16], multiple choice [6,8,16], drag and drop [6], drop-down choice [6], key
in solution [6], and code fragments [16]. The feedback ranges from pass/fail
result, errors, and the last correct line [16] to task-oriented predefined hints [6]
and derived hints [7,11]. Most of the systems use hardcoded models (e.g. [6,8]);
few systems like [11] use formal models to represent the subject-domain laws.

Most IPTS are built for a single domain [5,13]. A common issue is missing
levels of Bloom’s taxonomy [16]. E.g., [7,9] are aimed at the synthesis level
so their feedback provides no or minimal information on the application and
comprehension levels.

To fully utilise adaptive abilities, ITS needs a large bank of different tasks.
Most of the existing systems provide a limited set of predefined tasks [6,7,16].
In some systems, this set can be extended by a teacher [6,7]. To uncover the
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full power of adaptive assessments, ITS needs either a way to generate new
learning tasks according to the situation or a large bank of various tasks. Some
works advocate problem generation on the formal domain model [8,11], but the
generated problems require human verification that limits their number.

3 CompPrehension: Models, Architecture, and Workflow

We propose a new architecture of a multi-domain ITS on the comprehension
level. Its main goal is the flexibility along the four main axes, represented by
the plugin types: (1) Domain plugin encapsulates everything related to a sub-
ject domain, making other modules domain-independent; (2) Backend plugin
allows interaction with different software reasoners, solving tasks by using pro-
vided laws and facts; (3) Strategy plugin assesses the level of demonstrated
knowledge for the learner and chooses the next question; (4) Frontend plugin
encapsulates the user interface. Plugins exchange information through the core,
making pedagogical strategies agnostic of domain knowledge and vice versa.

Generating explanatory feedback to foster understanding limits ITS to
closed-answer questions because determining exact reasons for all possible mis-
takes in open-answer questions is impossible. Four types of questions were identi-
fied for our system: single choice; multiple choice; match ; order (ordering
elements of the given set using them zero or more times). While these questions
seem basic, they can be used for complex tasks like determining program trace
(order question) or finding subexpression data types (match question).

Subject Domain Modelling. Bloom defined comprehension as “the form of
understanding that the learner knows what was communicated and is able to
make use of the material or idea that was communicated without relating it to
other topics or seeing all its implications” [3]. In a formal system, we cannot
use the first part of this definition (“knows what was communicate”) but can
rely on the second (“is able to make use of the material”). In [1] we showed that
comprehension-level modelling requires an axiomatic definition of all the studied
properties of domain concepts. So the domain ontology is enhanced with rules:
positive rules or productions to infer the solution from the problem definition
and negative rules or constraints to catch mistakes in learners’ answers.

In comprehension-level tasks a complete sequence of correct steps always
leads to a correct answer, so the negative rules can be inferred from positive
rules by applying negation, giving the full set of possible mistakes; each mistake
has a template for explanation generation. One positive rule can spawn several
negative rules, i.e. there may be several ways to break one law. This makes
negative rules the best way to measure learners’ knowledge. However, negative
rules can be complex if there are several reasons for making the same mistake in
the given situation; in this case, the system can either give a complex explanation
or generate follow-up questions to determine the particular fault reason.

While rules define all important properties of the concepts, one type of knowl-
edge remains attached to the concepts: the learner’s ability to identify individuals
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of the given concept in the human-readable form of problem definition. Every-
thing else is taught using rules.

Architecture. Figure 1 shows the proposed architecture and the chief respon-
sibilities of its components. Strategy plugins analyse the learning situation (a
sequence of correct and incorrect applications of domain laws during previous
interactions of the learner) and form the question request for the next ques-
tion or decide that the exercise is complete. Backend plugins integrate external
reasoners for domain use.

Fig. 1. CompPrehension architecture as a UML component diagram.

Domain plugins encapsulate everything related to a particular domain,
including the formal models of the domain (i.e. its concepts and laws) and
particular problem (individuals and facts), and also human-readable problem
formulations and mistakes explanations. But domains are separated from both
pedagogical decisions (the responsibility of strategies) and solving problems by
logical inference (backends). This minimises the efforts required to add a new
domain to the system and lets combine domains with different tutoring models
and reasoners. Domain plugins also support tags, limiting the concepts and laws
used in an exercise, This lets a single domain cover a group of similar tasks (e.g.
the same tasks in different programming languages), re-using the rules.

Frontends encapsulate domain-independent user interface. This allows inte-
gration with modern learning management systems through standards like
Learning Tools Interoperability (LTI), using providing accessibility to partic-
ular user categories or gamified experience, and using mobile interfaces or even
messaging software to learn. Frontend plugins can transform complex questions
into simpler ones if their user interface is restricted, e.g. ordering a set of ele-
ments can be transformed into a set of single-choice questions “choose the next
element”.
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Typical Workflow. As domains provide rules for finding a correct solution, the
system can combine providing worked examples and guiding learners through the
task-solving process. A typical workflow for task solving is as follows:

1. The strategy creates a question request based on the exercise settings,
learner’s performance, and difficulty of the laws and concepts.

2. The domain generates a question based on the question request, including
machine-solvable and human-readable versions.

3. The backend solves the question, finding the correct answer.
4. The learner provides a (possibly partial) answer through the frontend.
5. The core transforms the learner’s answer to backend facts.
6. The backend judges the answer, determining its correctness, mistakes, and

their fault reasons (the sentence).
7. The domain interprets this sentence, transforms backend facts to domain

law violations, and generates feedback.
8. The strategy adjusts feedback level.
9. The learner watches the feedback, possibly requesting more feedback.

10. The strategy chooses to ask a follow-up question, to continue with the cur-
rent question, to generate a new question, or consider the exercise completed.

4 Scenario: Control Flow Statements

Control Flow Statements domain is aimed at developing comprehension of
control-flow structures (sequences, alternatives, and loops) using the task of
building an algorithm trace. The domain concepts are defined using an ontol-
ogy – see Fig. 2a). The algorithm is represented as an abstract syntax tree, as
in [2]. The trace is a linked list of Act instances connected by the has next
property. A pair of corresponding acts (Act begin and Act end) represents the
boundaries of a control structure, containing the acts of the nested statements.
The acts that evaluate control conditions of alternatives and loops contain the
values of their conditions. Currently, the model contains 84 classes, including 29
algorithm elements, 5 trace acts, 33 kinds of mistakes, and 24 kinds of correct
acts, 51 properties, 24 positive rules, and 35 negative rules (implemented as 28
and 55 Jena rules respectively).

The model uses order questions: learners must put execution acts of the
control-flow statements in the correct order; any statement can be executed zero
or more times. Figure 2b) shows an example of the problem text and a partial
answer. The learner uses buttons to add new acts. The system can show a worked
example, explaining the reasons for placing each step; ask the learner to build
the entire trace; or show most of the trace and ask the learner to fill gaps.

conditional loop(L) ∧ cond(L,C) ∧ end of(loop end, L)
⇒ on false consequent(C, loop end) ∧ NormalLoopEnd(loop end)

(1)



Comprehension-level ITS 57

a) b)

Fig. 2. Control Flow domain: a) partial hierarchy of concepts; b) question example.

act end(a) ∧ while loop(L) ∧ cond(L,C) ∧ executes(a,C) ∧
expr value(a, false) ∧ student next(a, b) ∧ executes(b, S) ∧

body(L, S) ⇒ precursor(b, a) ∧ IterationAfterFailedCondition(b)
(2)

In this example, the learner began the trace correctly, but then made a
mistake, starting a loop iteration after its control condition evaluates to false.
You can see the positive rule for finding the correct step at this point in (1)
and the negative rule catching the mistake and its context (precursor) in (2).
The system (strategy plugin) can then show a mistake explanation (as shown in
Fig. 2b) or ask follow-up questions to find the exact fault reason.

5 Conclusion and Future Work

We designed a domain-independent comprehension-level ITS CompPrehension
and developed a working prototype, including two subject domains (Control
Flow Statements and Programming Language Expressions), four backends (Pro-
log, SWRL, Jena rules, SPARQL scripts), LTI Frontend, and a test strategy. The
domains contain tag sets for C++ and Python programming languages.

The system is capable of selecting a problem from the problem base accord-
ing to the learner’s performance, solving it using software reasoning, grading
answers, determining fault reasons, showing explanatory feedback, asking follow-
up questions, and showing worked examples. Integrating a new subject domain
requires developing one domain plugin.

The developed system exposes the properties of the domain concepts through
simple questions, verifying and developing their comprehension for learners. This
supports learners in doing higher-level tasks by ensuring that they understand
the concepts they use. The system is limited to the comprehension level and is
most effective for introductory courses in new domains like programming, math-
ematics, or natural languages when learners need to understand a significant
number of new concepts and learn to handle them in typical situations.
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The further work includes developing problem banks (by mining existing
open-source code), implementing more strategies for different kinds of assess-
ments, enhancing domain models to cover more tasks and programming lan-
guages, creating follow-up question trees based on learners’ misconceptions, and
verifying the domain-independence by developing English Word Order domain.
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Abstract. In our previous works, we presented Logic-Muse as an Intelli-
gent Tutoring System that helps learners improve logical reasoning skills
in multiple contexts. Logic-Muse components were validated and argued
by experts throughout the designing process (ITS researchers, logicians
and reasoning psychologists). A Bayesian network with expert validation
has been developed and used in a Bayesian Knowledge Tracing (BKT)
process that allows the inference of the learner’s behaviour. This paper
presents an evaluation of the learner components of Logic-Muse. We
conducted a study and collected data from nearly 300 students who pro-
cessed 48 reasoning activities. This data was used in the development
a psychometric model, a key element for initializing the learner’s model
and for validating and improve the structure of the initial Bayesian net-
work built with experts.

1 Introduction

Decades of research in cognitive science show that human reasoning does not
function accordingly to the rules of formal logic (e.g. [6,9,14,17]). When look-
ing for solutions to improve human skills in this area, several questions arise:
what’s important in the assessment of logical competence? What are the phe-
nomena involved in the acquisition of logical reasoning skills? What should be
the characteristics of an Intelligent Tutoring System (ITS [15]) designed to sup-
port this learning? These questions cannot be answered without an appropriate
understanding of human reasoning processes and the active participation of rel-
evant experts, including logicians, psychologists, education professionals, and IT
specialists. By bringing together specialists from these different fields, the Logic-
Muse project aims to study the basics of logical reasoning skills acquisition, to
understand the difficulties associated with this learning, and to create an STI
that can detect, diagnose, and correct reasoning errors in various situations.
Logic-Muse’s architecture is based on classical ITS with its three usual compo-
nents: the knowledge domain expert, the learner, and the tutor. Each of them
has been previously elicited, validated, and argued by the experts. Logic-Muse in
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its current version implements these components for conditional reasoning and
offers a set of activities allowing a learner to develop his logical reasoning skills
in several situations defined by the domain experts. In the following sections,
we describe how a data-driven approach was used to complement the bayesian
network built by experts, leading to an effective predective student model.

2 The Student Model in Logic-Muse

The main part of Logic-Muse’s learner model is made of a Bayesian network (BN)
whose nodes are the 96 units of knowledge related to reasoning, as identified
by the domain experts [16]. Some latent nodes are directly connected to the
reasoning activities (items). The skills involved in the Bayesian network include
the inhibition of exceptions to the premises, the generation of counterexamples
to the conclusion, and the ability to manage all the relevant models for familiar,
counterfactual, and abstract situations [13]. The system’s estimate of student
skill acquisition is continually updated every time a student answers to an item,
and that answer is used as evidence by the system to re-compute the probabilities
in the network throught the bayesian inference. The next item to be proposed
to the learner is chosen by the tutor based on the current status of the network.

Item Bank for Conditional Reasoning. Items used for conditional reason-
ing in Logic-Muse are the four logical forms of conditional reasoning: the Modus
Ponendo Ponens (MPP), the Modus Tollendo Tollens (MTT), the Affirmation of
the Consequent (AC), and the Denial of the Antecedent (DA). Each of these four
logical forms are declined in 3 levels of content, based on a developmental model
of conditional reasoning. Markovits (2013) suggests that the more a premise has
familiar content, the more rapid and easy the retrieval of a counter-example to
invalid conclusions will be. For the AC and DA inferences, counterexamples are
alternative antecedents, i.e. antecedents that differ from P but imply the con-
sequent Q. For the MPP and MTT inferences, counterexamples are disabling
conditions, i.e. a condition that prevents the antecedent P from implying the
consequent Q. Many studies have shown that the number of potential coun-
terexamples [6,17] or the strength of association between them and the premise
[8] determines the approval rate of the four forms of conditional inference. For
example, with the premise “If a rock is thrown at a window, then the window
will break”, reasoners will tend to accept the AC inference (a window is broken,
therefore a rock was thrown at it) less often than with the premise “If a finger
is cut, then it will bleed” (a finger bleeds, therefore it has been cut). The reason
is that the former premise contains many alternative antecedents, like throw-
ing a chair, a car accident, a tropical storm, etc., that are counterexamples to
the putative conclusion, while the latter contains fewer of such antecedents (a
finger is crushed, etc.). The counterfactual level contains a reversed causal rule
known to be false. It allows the generation of an unrealistic category of alterna-
tive antecedents. For example, with the counterfactual premise “If a feather is
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thrown at a window, then the window will break”, one could generate a counter-
factual alternative antecedent like “throwing tissue on a window” or a disabling
condition like “The window was strong enough to stay intact”. The abstract level
contains if-then rules linking made-up words, e.g. “If one blops, then one will
become plede”. This level requires an abstract representation of the premises
that can generate abstract alternative antecedents. According to [13], when a
reasoner reaches this level, he has a complete understanding of the implicative
link: he understands that for a conditional premise (unknown or abstract), an
alternative antecedent can be generated regardless of background knowledge. We
thus have a total of 16 item classes (item nodes in the BN).

3 Training a CDM Model to Validate the BN and to
Initialize the Learner Model

Logic-Muse’s learner model aims to represent user knowledge as accurately as
possible using the Bayesian network we created. It allows for diagnosis and mod-
eling of the learner’s current state of mastery for each identified skill. Validity
and reliability are thus very important features of this model. The CDM model
is built using the item bank, the Q-Matrix as well as data from all student
responses to items [7]. The Q-Matrix (Fig. 1) connects items categories to the
involved skills.

Fig. 1. Q-matrix for conditional reasoning

Data Collection and Preparation. Participants and procedures. A total of
294 participants were recruited online via the Prolific Academic platform. Mate-
rials. There are 3 items per each of the 16 items classes. This classification was
done to obtain a more reliable measure for each competence class. For each of
the 48 items, participants had to choose between three answers (the valid one,
the invalid typical one, and the invalid atypical one). Answers were encoded as
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“1” for valid and “0” otherwise. We then had to choose between three possi-
ble response matrices according to the number of valid responses for the three
repeated measures for each of the 16 categories. Each category is encoded as
1 if the participant was successful for at least 2 out of 3 items. This particu-
lar threshold was chosen out of consistency with previous modeling choices: a
majority of a successful response is the criteria to activate a competence node
in our Bayesian Network.

CDM Model Type Selection and Training. We then trained a CDM model
on the 294 response patterns, which allowed us to estimate various parameters:
posterior probabilities, the goodness of fit indicator, guess (the probability that
a learner could correctly answer an exercise without having the necessary skills),
slip (the probability of a bad solution while the learner had the necessary skills),
tetrachoric correlations, and marginal skill probabilities. We opted for a DINA
(Deterministic Input, Noisy “And” gate) model since it makes the same assump-
tion we made in our modeling of skills: the learner must have mastered all the
related skills to be successful in an item.

3.1 Model Parameters

Goodness of Fit. As an absolute indicator of goodness of fit for the CDM
model, we opted for the item pairwise χ2 measure [3]. This measure indicates
that the model is inadequate if the p-value of the maximal item pairwise χ2

measure is above the 0.01 significance level [10]. In the present case, the χ2 test
results were χ2 = 33.95 with p-value = 6.793316 ×10−7, which is clearly below
any significance threshold and thus indicates that the present model is adequate.

Guess, Slip and Item Discrimination Index (IDI). We noted a high guess
and low IDI for both MTT with familiar content. This can be explained by the
fact that a biconditional interpretation of the major premise leads to the correct
answer to the MTT, regardless of conditional skills. It is also interesting to
note that all items involving few alternatives have a lower IDI than their many
alternative counterparts. Beyond these remarks, however, all items have good
IDI values. This is especially true for the MPP counterfactual, which suggests
that successful completion of this task is the best way to ensure that conditional
reasoning has been fully mastered. As discussed below, this finding is consistent
with results obtained for marginal skill probabilities.

Tetrachoric Correlations. Tetrachoric correlations between skills are shown
in Fig. 2. Based on our sample size, correlation scores over 0.33 are considered
significant with α = 0.05 [11]. Using this criterion for this analysis, one pat-
tern that stands out is that skills with familiar content correlate highly with
other skills of the same content level, but not with counterfactual and abstract
level skills. However, counterfactual level skills correlate well with themselves
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Fig. 2. Skill correlations

and abstract level skills, and vice versa. Overall, these findings suggest a clear
separation between the familiar level of content and the other two levels.

Marginal Skill Probabilities. The hardest skill to master seems to be “Inhibit
counterfactual” (44.3%), which requires learners to inhibit disabling conditions
to counterfactual conditional statements. This observation is consistent with the
fact that the MPP counterfactual has the highest item discrimination index.
However, these findings seem at odds with our initial psychological model.
Indeed, the latter considers abstract skills to be the hardest and least mas-
tered ones; consequently, abstract skills should be better indicators of mastery
for conditional reasoning than counterfactual skills, not the other way around.
With hindsight, one could however argue that inhibiting exceptions to a rule
known to be false, such as “If I throw ketchup on a shirt, then the shirt will be
clean”, might prove harder than simply inhibiting an imaginary one. This might
also be the reason why performances with counterfactual content are similar,
or even sometimes worse than performances with abstract content. Finally, the
much higher probability of familiar level skills separates them from the other
two levels’ skills, as the difference between abstract level skills probabilities and
their lower-scoring counterfactual counterpart is not nearly as pronounced.

3.2 BN Initialization Through the CDM Model

The CDM allows us to predict a user’s probability of mastering the overall com-
petence (root node) via its pre-test results. For this, we use the a posteriori
probabilities obtained. To do so, from a learner’s vector of competence, we seek
the line of the a posteriori matrix containing the same vector or a similar one.
The joint probability matching this pattern, calculated based on the probabilities
associated with each skill, is then used as the a priori likelihood (prior proba-
bility) of mastering the root node. The first matrix obtained indicated that the
most probable vector was the “111 000 000”, which means a learner masters the
three skills for the familiar level of content, but no competence for the coun-
terfactual and the abstract levels. This seems to show a separation between the
familiar content and the other two levels. However, given the very high number
of possible combinations for these nine skills, the other vectors were very numer-
ous, showed very small probabilities and a lot of them were equiprobable. We
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thus decided to use vector classes based on the types of skills identified in our
model.

Fig. 3. Skill class chunk probabilities

The a posteriori matrix based on our classification is shown in the Fig. 3.
The left column represents the six vectors classes we created. Each content level
(familiar, counterfactual, abstract) represents a triplet of skills (inhibit, gener-
ate, and manage) for this level, while each skill (inhibit, generate, manage) refers
to the same skill in all three levels. In the first row, “successful” means all three
skills for the corresponding level (or all three levels for the corresponding skill)
are mastered, regardless of the performance in the other two levels or skills. For
example, being successful in the familiar class may refer to vectors such as “111
111 111”, “111 011 111”, “111 011 011” or even “111 000 000”. In the second
row, “failed” means the opposite: all three skills for the corresponding level (or
all three levels for the corresponding skill) are not mastered, irrespective of a
learner’s performance in the other two levels or skills. The “only successful” row
means that, of all three skills or levels, only the corresponding one is fully (111)
mastered. For example, being only successful in the familiar class may come
from the vector “111 011 011” or even “111 000 000”, but not “111 111 010”
or “111 000 111”. The “Only failed” row refers to the opposite situation: only
the corresponding skill or level triple is failed (at least one zero in the triplet),
while the two other triplets are fully mastered (111). Results for the different
difficulty levels point to graduation in performance. As expected, results show
that the “Familiar” level stands out in both “Successful” and “Only Successful”
categories: this level is seldom failed and is usually the only one mastered by
learners. On the other opposite, the ‘Causal Counterfactual’ level is the level
most often failed and exclusively failed (‘Only failed’) by learners. While the
difference in mastery level is not as pronounced as in the ‘Familiar’ case, it
is nonetheless noteworthy, as both establish clear upper and lower boundaries
for learning and performance. For instance, while the probability that learners
exclusively fail the ‘Familiar’ case is close to zero, the same goes for the proba-
bility that learners exclusively master the ‘CausalCounterFactual’ level. As for
the in-between ‘Abstract’ level, results show that it is nonetheless a difficult level
to master, closer to the ‘CounterFactual’ level. Finally, results for the different
skills (‘Inhibit’, ‘Generate’, ‘Manage’) are inconclusive, as no clear skill pattern
can be found across the different difficulty levels.
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Summary of the Results. In summary, analysis of CDM model data pro-
vided two major findings regarding the underlying developmental theory of our
Bayesian Network. First, there seems to be a clear separation between the famil-
iar level of content and the other two levels. Moreover, the hardest skill is not
an abstract one, like our psychological model assumes, but a counterfactual one,
i.e. the “inhibit counterfactual” skill. This surprising result, evidenced both by
item discrimination indices and marginal skill probabilities, can be explained by
the difficulty to inhibit exceptions, which are in fact realistic situations, to a
false rule. Consequently, counterfactual level skills may very well prove harder
to master than Abstract level counterparts.

3.3 The Bayesian Knowledge Tracing

Logic-Muse supports the Bayesian Knowledge Tracing process (BKT) [5]. BKT
uses the Bayesian network to capture students’ knowledge which allows inferring
the probability of mastering a skill from a specific response pattern [4]. Student
performance is the observed variable and student knowledge is the latent data.
The BKT is a special case of the Hidden Markov Model where student knowl-
edge is represented as a set of binary variables (the skill is either mastered by the
student or not). Observations are also binary: a student gets a problem either
right or wrong [18]. However, there is a certain probability (G, the Guess param-
eter) that the student will give a correct response. Correspondingly, a student
who does know a skill generally will give a correct response, but there is a cer-
tain probability (S, the Slip parameter) that the student will give an incorrect
response. The standard BKT model is thus defined by four parameters [1]: initial
knowledge, learning rate (learning parameters), slip and guess (mediating param-
eters). In general, the BKT applies prior knowledge (L0) and the probability to
learn the applied concept (p(T)) to measure the progress of student learning.
The process works well in Logic-Muse Intelligent Tutoring System. It has also
been successfully used in a variety of systems including computer programming
[12], reading skills [2], etc.

4 Conclusion

In this paper, we presented the student model in Logic-Muse Intelligent Tutoring
System which aims at helps learners develop logical reasoning skills. A bayesian
student model was first presented including its validation using a cognitive diag-
nosis model trained on data collected from 294 learners (each student solved 48
reasoning problems). The resulting CDM model was also used for initializing the
Bayesian network for a new learner who goes through a pretest (composed of
those 48 items) during its first connection to the system. The Bayesian network
is the main support of the Bayesian knowledge tracing (BKT) in Logic-Muse.
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Abstract. The recent blocking of President Trump’s twitter account has raised
awareness of the danger of the impact of fake news and the importance of detecting
it. Indeed, if one can doubt information, ignoring what is true or false it can lead to
a loss of confidence in the decisions and other dangers. The objective of this paper
is to propose an automatic method for fact checking using Knowledge Graphs,
such asWikipedia.KnowledgeGraphs (KGs) have applications inmany tasks such
as Question Answering, Search Engines and Fact Checking, but they suffer from
being incomplete. Recent work has focused on answering this problem with an
abstract embedding of the KG and a scoring function, yielding results that are not
easily interpretable. On the other hand, PathRankingmethods answer this problem
with deductions represented by alternative paths in the KG, easily understood by
a human. Favoring the Path Ranking approach for its interpretability, we propose
an attention-based Path Ranking model that uses label information in the KG,
making the model easily transferable between datasets, allowing us to leverage
pretraining and demonstrate competitive results on popular datasets.

Keywords: Fact checking · Knowledge graphs · Deep learning

1 Introduction

Large Knowledge Graphs (KG) such as Wikidata, FreeBase or WordNet aim at storing
facts of a domain in a structured manner, which is typically done with a multi-relational
directed graph, where each node is an entity and each edge is labelled with a relation.
We thus denote a fact by a triplet (h, r, t), with h and t the head and tail entities, and r
the relation, for example (Sean Connery, Profession, Actor).

In this context, the task of fact checking can be reformulated as a task of Link
Prediction in the Knowledge Graph.

A popular approach to link prediction is Knowledge Graph Embeddings, which
operate on nodes and edges as vectors in a latent space and use a scoring function to
assert if a certain triplet is likely to be true. For instance, TransE [2] embeds both relations
and entities in the same space, and ensures that h + r ≈ t.
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However, one inconvenient shared by Knowledge Graph Embeddings is that predic-
tions are hard to explain, because the model operates only in a latent space that doesn’t
necessarily make sense for a human.

On the other hand, path ranking methods base their decisions on alternative paths in
the KG.

For example, if the nationality of Sean Connery was not documented, a path ranking
model could infer that because Sean Connery was born in Edinburgh, and because
Edinburgh is the capital of Scotland, then Sean Connery was Scottish. These kinds of
reasoning are understandable from a human perspective, and even if the model might be
wrong, they still provide a useful insight to the user.

This article focuses on building a path ranking kind of model that is transferable
between different Knowledge Graphs, and also proposes a new dataset that is more
adapted for fact checking.

2 Related Work

A notable step for path ranking methods in Knowledge Graphs was [5] in which the Path
Ranking Algorithm (PRA) from an earlier work [6] was adapted for KGs.

Simply put, the training procedure is as follows, for each (h, r, t) a number of depth-
limited random walks are executed, and the associated meta-paths are then scored by
how often they can reach the tail entity t. At prediction time given h and r a number
of depth-limited random walks are performed again, and the end node of every paths
weighed by the score of their associated meta-paths are combined to yield a distribution
of end nodes. Predictions for the tail entity t are then ordered by their likelihood in this
distribution.

The Path Ranking Algorithm is thus a purely statistical learning model, and provides
a strong baseline that works well even with few data.

More recently, Path Ranking techniques incorporating deep learning have been
introduced:

– DeepPath [7] instead frames the task of path ranking as a Reinforcement Learning
task. For a given (h, r, t) the agent is tasked to find the most informative paths from h
to t.

– Path Ranking with Attention to Type Hierarchies [10] takes another approach to path
ranking by incorporating type hierarchies. The reasoning is that for any entity, different
level of abstractions can be relevant. For instance, we can think of a Fork as Cutlery,
Tableware or simply Ware.

However, they only result in a slight improvement over PRA on FB15k-237 [8].
All the path ranking methods above share one characteristic that we must detail.

For any KG dataset, every nodes and relations are typically associated with a unique
ID that differs between datasets. These IDs have the advantage of being independent
of language and resilient to homonyms, but they have the disadvantage of not being
transferable between datasets and they are not as informative as a label.
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We explore representing nodes and relations with their labels directly instead of
an ID, allowing the model make use of pretraining, which has been shown to be very
effective in language tasks over the last decade [11].

3 Architecture

At training time, the model is given a fact triplet (h, r, t) as well as random depth limited
meta-paths linking h to t. The model is tasked to output the probability that the fact
triplet is valid. In order to do so the model uses various modules:

– Label Embedding: the model embeds all the nodes and relations in the input using
the word level embedding on their labels. This transforms labels into vectors which
the model can then use subsequently.

– Meta-path Encoding: every meta-path is encoded with a GRU, in order to transform
each meta-path into a single vector.

– Relation Encoding: the model uses all the meta-path as a context in a transformer-
type model [14] to get a new representation of r. In other words, this is the module
in which the model thinks about all the relations he knows between the head and tail
entity.

– Classification Layer: h, r, and t are fed through a final feedforward layer to yield the
estimate probability that the fact represented by (h, r, t) is true.

Through experiments, we found the following hyperparameters to work well:

• Depth of paths = 4
• Embedding size = 50
• Learning Rate Cycling between [0.005; 0.1]

4 Datasets

Unfortunately, we couldn’t find a dataset complete with negative examples used in
DeepPath or Path Ranking with Attention to Type Hierarchies, and were not able to
run the provided method to generate negative examples. So, we made our own method
to generate negative examples as well as a new bigger dataset from WikiData, and
published everything here: https://github.com/Inspirateur/KG_Datasets.

Since the previous papers don’t use the same method to generate negative examples,
comparing against them would be unfair, hopefully this will not be a problem for future
papers since the complete datasets we use are public.

A random baseline yields 16% Maximum Average Precision (MAP) on FB15k-237
and WikiData, and our model (TAP-KG) reaches 78% MAP on FB15k-237 and 51%
MAP on WikiData, which seems to be a harder dataset.

5 Visualization of Results

The ability to understand predictions from ourmodel is a very important point, andwe’re
able to do it by inspecting the Relation encoding part of the model to see which paths
it relied the most on to make the prediction, illustrated in Fig. 1.

https://github.com/Inspirateur/KG_Datasets
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Fig. 1. The model deduces that Wayne Knight is a USA citizen because he graduated University
of Georgia which is located in the USA

6 Conclusion

In order to help fighting against the rapid spread of fake news, we proposed an automatic
fact checkingmodelwith interpretable results. Indeed, even though deep learningmodels
have demonstrated great performance in recent years, they are often thought of as “black
box” because it is challenging to understand what’s happening inside. However, the
datasets used to train and test the model are not perfect. Since they are usually made
automatically, some tasks like predicting that England contains Birminghamwhen given
“England”, “contains” are nonsensical, because there are a lot of cities in England and
the model could give many correct answers before giving “Birmingham”.

An improvement for the future would thus be to construct better tasks to train and
test models on link prediction in knowledge graphs.
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Abstract. We conducted a study to see if using Bayesian Knowledge Tracing
(BKT) models would save time and problems in programming tutors. We used
legacy data collected by two programming tutors to compute BKT models for
every concept covered by each tutor. The novelty of our model was that slip and
guess parameters were computed for every problem presented by each tutor. Next,
we used cross-validation to evaluate whether the resulting BKTmodel would have
reduced the number of practice problems solved and time spent by the students
represented in the legacy data. We found that in 64.23% of the concepts, students
would have saved time with the BKT model. The savings varied among concepts.
Overall, students would have saved a mean of 1.28 min and 1.23 problems per
concept. We also found that BKT models were more effective at saving time and
problems on harder concepts.

Keywords: Programming tutors · Bayesian Knowledge Tracing · Evaluation

1 Introduction

Student model is essential for facilitating adaptation in intelligent tutoring systems.
Bayesian Knowledge Tracing (Corbett and Anderson 1992) is one of the more popular
methods of modeling student’s knowledge. The model consists of four parameters per
concept. In the past, in order to estimate the four parameters, researchers have used
baseline approach (Beck 2007), bounded guess and slip approach, Dirichlet Priors (Beck
and Chang 2007), contextual estimation (Baker et al. 2008) and empirical probabilities
(Hawkins et al. 2014). In this study, we present an empirical approach based on legacy
data collected by intelligent tutors. Our approach differs from earlier attempts in that we
calculate guess and slip parameters for each problem, not just each concept. We used
the calculated BKT model to evaluate its effectiveness in terms of time and effort saved
for the students represented in the legacy data.

Currently, our tutors use a naive mastery model to determine whether the student
has learned a concept during practice. In this model, a student is said to have mastered
a concept if the student solves at least 2 problems on the concept and solves at least
60% of the problems correctly. For the concepts that do not occur as frequently in
programming, the mastery criterion was set to at least 1 problem solved and at least
50% of the problems solved correctly. If the Bayesian Knowledge Tracing model could
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determine that a student has learned a concept with fewer practice problems, using it
would reduce the number of unnecessary problems solved and time spent by the student
with our tutors.

For the current study we used legacy data collected by tutors on while loops and
for loops from multiple institutions as shown in Table 1. In the table, multi-problem
records are the records of students who solved more than one problem on a concept.
Each tutor covers one topic, and each topic consists of multiple concepts. The tutors use
pretest-practice-posttest protocol during every tutoring session (Kumar 2014).

Table 1. Statistics about the data collected by programming tutors.

Topic Number of concepts Number of semesters Total records Multi-problem
records

while loops 9 9 4,933 2,030

for loops 10 9 40,124 5,817

The tutors presented only code-tracing problems wherein students were asked to
identify the output of a given program. The student grade on each problem was normal-
ized to 0 → 1.0: 0 when the answer was incorrect, 1.0 when it was correct and a value
in between for partially correct answers. The tutors logged the grade and time spent on
each problem by each student.

Bayesian Knowledge Tracing (Baker et al. 2008) uses four parameters: Li, T, G, S.
We calculated P(L0), the probability that a concept was mastered before using the tutor
as the percentage of the users who solved the pretest problem on the concept correctly
(among Total Records in Table 1). P(L0) was 0.80 or greater on 32% of the concepts
across both tutors. Given the high values of P(L0), we used 0.98 instead of the traditional
0.95 as the mastery criterion for the BKT model. We computed P(T), the probability of
transferring from un-mastered to mastered state for a given concept as the percentage
of students who solved the pretest problem on the concept incorrectly, and went on to
solve the post-test problem correctly. These were the students who learned the concept
by using the tutor.

We computed P(G), the probability a student guesses the correct answer to a practice
problem on an un-mastered concept (from Multi-problem Records in Table 1) as the
percentage of students who solved the previous problem on the concept incorrectly
or partially, but solved the current problem correctly. Similarly, we computed P(S),
the probability a student slips, i.e., solves a practice problem on a mastered concept
incorrectly or partially as the percentage of students who solved the previous problem
on the concept correctly, but solved the current problem incorrectly or partially. For the
first practice problem, we approximated this to be 0.01 since the tutors never presented
a practice problem unless the pretest problem was solved incorrectly.

Figure 1 illustrates the BKT model for a concept. Several attempts have been made
to individualize BKT parameters per student with the aim of improving its fit (Bhatt
et al. 2020). Our approach is different in that we have tried to customize performance
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parameters G and S to the problems solved by the students because no two problems are
alike in terms of the provided context or the expected answer.

Fig. 1. BKTModel with two parameters (L,T) per concept and two parameters (G,S) per practice
problem.

2 Evaluating the BKT Model

We used k-fold cross-validation to estimate the performance of our predictive BKT
model: We used each of the k subgroups to find the number of students who would have
saved time, made no difference, or lost time with the BKT model constructed using the
other k – 1 groups. We used 25 as the size of each group and rounded up our sample
size to the nearest multiple of 25 using stochastic oversampling. After cross-validation

Table 2. Results of evaluating BKT model on while loop data

Concept Mean # of students who Mean
time
saved (in
Minutes)

% of
total

Mean # of
problems
saved

% of
total

Across k
runsSaved time Made no

difference
Lost
time

(Per Student)

1 16.60 6.60 1.80 0.96 24 1.13 21.8 10

2 16.64 4.73 3.64 1.27 31.75 1.08 15.25 11

3 19.50 5.50 0.00 0.41 13.67 0.86 25.93 2

4 20.71 3.57 0.71 0.90 30 1.31 31.31 7

5 19.65 4.47 0.88 1.35 33.75 1.91 44.59 17

6 17.64 5.14 2.21 1.92 48 1.58 26.63 14

7 19.33 5.33 0.33 0.65 21.67 1.33 42.45 3

8 14.00 5.50 5.50 2.28 57 1.04 11.82 12

9 14.11 7.89 3.00 2.05 51.25 1.09 11.64 9

Weighted
mean

17.26 5.35 2.39 1.51 38.62 1.35 25.43 Total of
85
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runs, we computed the mean of the time and practice problems saved per student across
all the cross-validation runs.

The tutor on while loops covered 9 concepts. Table 2 lists the results for while
loop tutor. Note that most students would have saved time with the BKT model on all
the concepts. Concepts 8 and 9 are on nested loops and take longer to solve: those are
the concepts on which students would have saved the most time with the BKT model.

The tutor on for loops covered 10 concepts. Table 3 lists the results for for loop
tutor. Concepts 5 and 10 are minor variations of a regular loop – these were also the
concepts onwhich nearly asmany students had no difference as saved timewith the BKT
model. Concept 2 is on tracing the behavior of two loops, the second loop’s iterations
dependent on the first. It takes longer to solve. Students saved themost time and problems
on this concept.

Table 3. Results of evaluating BKT model on for loop data

Concept Mean # of Students who Mean
time
saved (in
Minutes)

% of
total

Mean # of
problems
saved

% of
total

Across k
runsSaved time Made no

difference
Lost
time

(Per Student)

1 24.08 0.92 0.00 0.90 30 1.52 27.22 13

2 16.03 6.31 2.67 2.12 53 1.78 27.53 36

3 13.00 7.13 4.88 0.26 8.67 0.62 20.9 8

4 12.13 8.10 4.77 1.48 37 1.07 15.93 31

5 10.00 9.59 5.41 0.62 20.67 0.54 8.22 17

6 24.41 0.59 0.00 1.03 34.33 1.81 50.99 37

7 12.88 6.42 5.67 1.68 42 0.93 11.8 43

8 13.80 9.80 1.40 0.35 11.67 0.92 30.67 10

9 14.20 7.97 2.83 0.63 21 0.95 18.51 30

10 12.50 11.14 1.36 0.52 17.33 0.67 16.14 14

Weighted
mean

15.63 6.28 3.08 1.20 33.19 1.19 23.55 Total of
239

We found that, on average across the two tutors, students would have saved time
with the BKT model on 64.23% of the concepts. This is similar to the results of another
study that recently found that using BKTmodels saved time (Bhatt et al. 2020), although
unlike them, our results were based on the use of legacy data. Students would have saved
time/practice problems on some concepts more than others. The pattern that emerged
is that students saved more time with BKT model on harder concepts on which it took
longer to solve problems. When students neither saved nor lost time with BKT model
compared to naïve mastery model, it was on simpler concepts. So, BKT model was
found to be more beneficial for harder concepts than easier concepts.
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For this study, we did not consider the relationships among the various concepts,
i.e., we treated all the concepts as being independent and mutually exclusive. This is a
fallible assumption in programming domain. In the future, we plan to use a Bayesian
network to account for the relationships among these concepts.

Acknowledgements. Partial support for this work was provided by the National Science
Foundation under grant DUE-1432190.
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Abstract. Massive Open Online Courses (MOOCs) have become a pop-
ular choice for e-learning thanks to their great flexibility. However, due
to large numbers of learners and their diverse backgrounds, it is taxing
to offer real-time support. Learners may post their feelings of confusion
and struggle in the respective MOOC forums, but with the large volume
of posts and high workloads for MOOC instructors, it is unlikely that
the instructors can identify all learners requiring intervention. This prob-
lem has been studied as a Natural Language Processing (NLP) problem
recently, and is known to be challenging, due to the imbalance of the
data and the complex nature of the task. In this paper, we explore for
the first time Bayesian deep learning on learner-based text posts with
two methods: Monte Carlo Dropout and Variational Inference, as a new
solution to assessing the need of instructor interventions for a learner’s
post. We compare models based on our proposed methods with proba-
bilistic modelling to its baseline non-Bayesian models under similar cir-
cumstances, for different cases of applying prediction. The results suggest
that Bayesian deep learning offers a critical uncertainty measure that is
not supplied by traditional neural networks. This adds more explain-
ability, trust and robustness to AI, which is crucial in education-based
applications. Additionally, it can achieve similar or better performance
compared to non-probabilistic neural networks, as well as grant lower
variance.

Keywords: Deep learning · Artificial intelligence in education ·
Educational data mining · Bayesian modelling · Urgent instructor
intervention · Natural language processing

1 Introduction

MOOCs are well-known for their high dropout rates [2,3]. Whilst learners may
discuss their problems in the forums before actually dropping out, the sheer vol-
ume of posts renders it almost impossible for instructors to address them. Thus,
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many of these urgent posts are overlooked or discarded. Hence, a few researchers
proposed [4,9] automated machine learning models for need prediction based on
learners’ posts in MOOC forums. Such an approach would allow instructors to
identify learners who require urgent intervention, in order to, ultimately, prevent
potential dropouts (see our recent research, where we have shown only 13% of
learners passing urgent intervention messages complete the course [27]).

More recently, techniques for applying deep neural networks to interpret texts
from the educational field have emerged [17], including identifying learners’ needs
based on their posts in forums [5,16,36]. Despite their success, standard deep
learning models have limited capability to incorporate uncertainty. One other
challenge is that post data is notoriously imbalanced, with urgent posts rep-
resenting a very low percentage of the overall body of posts - the proverbial
‘needle in the haystack’. This tends to make a neural network overfit and ignore
the urgent posts, resulting in large variance in model predictions.

To address the above two challenges, we apply Bayesian probabilistic mod-
elling to standard neural networks. Recent advances in Bayesian deep learning
offer a new theory-grounded methodology to apply probabilistic modelling using
neural networks. This important approach is yet to be introduced in the Learning
Analytics (LA) field.

Thus, the main contributions of this work are:

1. We present the first research on how Bayesian deep learning can be applied
to text-based LA. Here, the aim is to predict instructor intervention need in
the educational domain.

2. Hence, we explore, for the first time, not only one, but two Bayesian deep
learning methods, on the task of classifying learners’ posts based on their
urgency, namely Monte Carlo Dropout and Variational Inference.

3. We show empirically the benefits of Bayesian deep learning for this task and
we discuss the differences in our two Bayesian approaches.

4. We achieve competitive results in the task and obtain a lower variance when
training with small size data samples.

5. We apply this approach to text-based processing on posts in MOOCs - a
source generally available across all MOOC providers. Thus our approach is
widely applicable - generalisable to foresee instructor’s intervention need in
MOOCs in general and to support the elusive problem of MOOC dropout.

2 Related Work

2.1 Urgent Intervention Need in MOOCs

Detection of the need for urgent instructor intervention is arguably one of the
most important challenges in MOOC environments. The problem was first pro-
posed and tackled [10] as a binary prediction task on instructor’s intervention
histories based on statistical machine learning. A follow-up study [9] proposed
the use of L1 regularisation techniques during the training and used an addi-
tional feature about the type of forum (thread), besides the linguistic features
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of posts. Another study [4] tried to build a generalised model, using different
shallow ML models with linguistic features extracted by NLP tools, metadata
and term frequency. In general, this problem was attempted based on two types
of data format: text-only [6,11,16,36,39] or a mixture of text and post features
[4,9]. From a machine learning perspective, both traditional machine learning
methods [4,6,9] and deep learning based methods [11,16,36,39] were proposed
and explored; with more recent studies being in favour of deep neural network-
based approaches [17]. However, one critical problem for deep neural networks
is that they do not offer a robust estimation over the prediction values. Also,
we can not perform efficient learning on small sample size data. Thus, in this
paper, we explore the benefits of Bayesian deep learning to predict learners who
require urgent interventions from an instructor. We use text only features in our
study, as it is the first study to explore the benefits of this new approach, and
we leave future optimisation for further work.

To the best of our knowledge, this is the first study of Bayesian deep learning
methods for learners’ urgent intervention need classification. Our research sheds
light on a new direction for other researchers in the fields of Educational Data
Mining (EDM) and Learning Analytics (LA).

2.2 Bayesian Neural Networks

Modern neural networks (NNs) are self-adaptive models with a learnable param-
eter set W . In a supervised learning setting, given data D = (xi, yi)

N
i=1, we aim

to learn a function through the neural network y = fNN(x) that maps the inputs
x to y. A point estimation of the model parameter set W ∗ is obtained through
a gradient based optimisation technique and with a respective cost function.

Bayesian neural networks (BNNs) [29,30,32], alternatively, consider the prob-
ability of the distribution over the parameter set W and introduce a prior over
the neural network parameter set P (W ). The posterior probability distribution
P (W | D) is learnt in a data-driven fashion through Bayesian inference. This
grants us a distribution over the parameter set W other than a static point esti-
mation, which allows us to model uncertainty in the neural network prediction.
In the prediction phase, we sample model parameters from the posterior distri-
bution i.e. w ∼ P (W | D) and predict results with fw

NN(x) for the corresponding
y. We marginalise the w samples and obtain an expected prediction. Due to the
complexity and non-linearity of neural networks, an exact inference for BNNs
is rarely possible, hence various approximation inference methods have been
developed [12,15,18,19]. The most widely adopted approximation method is the
Monte Carlo Dropout [12], with applications in natural language processing,
data analytics and computer vision [13,22,23,40,42]. In this paper, we adopt
the same idea and use Monte Carlo Dropout [12] to approximate the neural
network as a BNN.
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2.3 Variational Inference

Variational inference (VI) [7,21,38] is a general framework for Bayesian statis-
tical modelling and inference under a maximum likelihood learning scheme. It
introduces an unobserved random variable as the generative component to model
the probabilistic uncertainty. Given fully observed data D = (xi, yi)

N
i=1, we con-

sider them as random variables and use capital letters X and Y to represent
them. The unobserved random variable introduced with VI is denoted as Z and
passes the information from X to Y . It can be marginalised out with Bayes’ rule
as:

P (X,Y ; θ) =
∑

Z

P (X,Y,Z; θ) = P (Y | Z; θ)P (Z | X; θ) (1)

Under a mean-field assumption [37] over the unobserved random variable Z, we
can factorise it as:

P (Z; θ) = P (z1, ..., zN ; θ) =
N∏

i=1

P (zi; θ) (2)

Hence for each pair of data x and y, the maximum likelihood learning delivers
the following objective with respect to θ:

log P (y|x; θ) = log
∫

z

P (y|z; θ)P (z|x; θ)dz (3)

Given observed data D = (xi, yi)
N
i=1, we can not directly model the distribution

of unobserved z and hence the probability distribution P (y|z; θ) is intractable
for data-driven models, such as neural networks. With VI, an additional vari-
ational parameter φ with its associated variational family distribution q(z;φ)
is introduced, to approximate the real probability P (y|z; θ). During the learn-
ing process, we minimise the distance between q(z;φ) and P (y|z; θ) through the
Kullback–Leibler divergence, a term that measures the distance between two
probability distributions. Hence, the learning of the intractable probability dis-
tribution problem is converted to an optimisation problem over the evidence
lower bound (ELBO), where DKL refers to the Kullback–Leibler divergence:

log P (y|x; θ) ≥ L(ELBO) = Eq(z;φ)[log P (y|z; θ)] − DKL[q(z;φ)||p(z|x; θ)] (4)

VI was initially developed to solve a specific class of modelling problems where
conditional conjugacy is presumed, and variational parameter φ is updated
through closed-form coordinate ascent [14]. However, conditional conjugacy is
not practical in most of the real world problems; thus further advancements
[8,20,25,34,41] extend VI to large scale datasets and non-conjugate models.

3 Methodology

In this section, we first introduce the baseline model built based on recurrent
neural networks (RNNs) and an attention mechanism. Then we present our two
approaches for applying Bayesian deep learning with our baseline model: 1)
Monte Carlo Dropout and 2) Variational Inference.
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3.1 Baseline Deep Learning Model

In this section, we first introduce our non-Bayesian model, which serves as our
baseline model. The model consists of three different components: an embedding
layer, a two-layer recurrent neural network (RNN), and a prediction layer. We use
attention based on the output of the RNNs to create a contextual representation
over the RNN hidden outputs and then concatenate it with the last layer RNN
outputs. The model architecture is presented in Fig. 1.

Fig. 1. Model architecture for baseline model (operation ⊕ refers to the concatenation).

Given the data D = (xi, yi)
N
i=1, where each sentence xi consists of a sequence

of tokens x1
i , x

2
i , ..., x

s
i where s denotes the sequence length. For our baseline

model, given a sentence xi, we first pass it through the embedding layer and
obtain a sequence of word embeddings:

E = (emb(x1
i ), emb(x2

i ), ..., emb(xs
i )) (5)

where emb is the embedding function we used for our experiment with d dimen-
sions. Here, xm

i denotes the mth word in the sentence xi. For the initial sentence
xi ∈ R

s×1, we derive a sentence xi ∈ R
s×d after the embedding layer. Then

we feed this as a sequence input through a two-layer long-short-term memory
(LSTM) model as in [36]. The initial hidden state h0 is set to 0 and we calculate
the sequence of hidden states as:

hm = LSTM(hm−1, x
m
i ) (6)

where we have m = 1, ..., s. The last layer of hidden states provides a sequence
output H ∈ R

s×h, where h here represents the hidden dimension size. In order
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to utilise the contextual information through the LSTM encoding process, we
calculate the attention score α based on the last hidden state outputs H2 (H2 =
hs) and each hidden state in the sequence of H, as:

αm =
H2 ∗ hm∑s

m=1 H2 ∗ hm
(7)

Then we calculate the contextual H̄2 as:

H̄2 =
s∑

m=1

αmhm (8)

Finally, we concatenate them and feed them through a fully connected layer
with the output dimension equal to the number of classes for our task. This
fully connected layer is represented as a prediction layer in Fig. 1.

3.2 Model Uncertainty with Monte Carlo Dropout

In this section, we present how to convert our baseline model into a Bayesian
neural network. With Monte Carlo Dropout [12], we only need to use the dropout
technique [35] before each layers containing the parameter set W . In our case,
we add a dropout layer after the first and second LSTM layers, as well as after
the fully connected layer, which takes the input as the concatenation of h̄2

and h2.

Fig. 2. A demonstration of the Monte Carlo Dropout in the test phase. We run the
model for M times for M different prediction results and then calculate their average
as the prediction layer output.
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Compared with the standard dropout technique, which works as a regulari-
sation technique in the training phase only, the Monte Carlo Dropout technique
requires the dropout layer to be activated in both training and testing phases.
This allows the standard neural network model to work as a BNN [12]. Each
dropout works as a sample of w from its probabilistic distribution space and
hence allows us to measure the uncertainty of the model, as shown in Fig. 2. In
the testing phase, we predict the output through sampling M times [12] and the
expectation of y can be calculated as:

E(y | x) ≈ 1
M

M∑

i=1

fwi

NN(x) (9)

We use this expectation as the final logits value and in our experiment we use a
total sample M of 50 as in [23].

3.3 Model Uncertainty with Variational Inference

As discussed in the Sect. 2.3, Variational Inference (VI) introduces an additional
random variable z with probability distribution q(z;φ) to the original model.
This variational family q(z;φ) here approximates the posterior distribution P (z |
x; θ) as q(z|x, y;φ). The model architecture is presented in Fig. 3. Following [31],
we define qφ(z|x, y) as:

q(z|x, y;φ) = N (z|μφ(x, y),diag(σ2
φ(x, y))) (10)

we have:
μφ(x, y) = l1(πφ) (11)

and:
log σφ(x, y) = l2(πφ) (12)

where:
πφ = gφ(H2, fy(y)) (13)

where fy(y) is an affine transformation from output y ∈ R
1 to a vector space size

sy ∈ R
z. The H2 is the final latent state output of the second LSTM network

layer as stated in Sect. 3.1. The latent variable z ∈ R
h can be reparameterised

as z = μ + σ· ε, known as the “reparameterisation trick” [26] with sample ε ∼
N (0, I). For the conditional distribution pθ(z|x), we can model it as:

p(z|x; θ) = N (z|μθ(x),diag(σ2
θ(x))) (14)

where we have:
μθ(x) = l3(πθ) (15)

log σθ(x) = l4(πθ) (16)

and:
πθ = gθ(H2) (17)
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where l1, l2, l3 and l4 are four affine transformation functions. Since both p(z|x; θ)
and q(z|x, y;φ) are multivariate Gaussian distributions, this allows us to have
a closed-form solution for the Kullback–Leibler (KL) divergence term [25]. For
the reconstruction term log p(y | z; θ) with Monte Carlo approximation [31], the
final reconstruction loss can be calculated as:

Eq(z)[log p(y|z; θ)] ≈ 1
M

M∑

m=1

log p(y|zm ⊕ H2 ⊕ H̄2; θ) (18)

where ⊕ denotes the concatenation operation and M is the number of samples
from the posterior distribution z. We use a single sample of M = 1 during
training based on [24] and M = 20 during testing based on [31]. In the training
phase, z is sampled from q(z|x, y;φ) and in the test phase, from p(z|x; θ).

Fig. 3. Model architecture for the VI model.

4 Experiments

4.1 Dataset

Here, we used the benchmark posts dataset from the Stanford MOOC forum [1],
containing 29604 anonymised posts collected from 11 different courses. Each post
is manually labelled by three independent human experts and with agreements
for the gold label. Apart from the text content, each post is evaluated based on
six categories, amongst which urgency, which is the one we used here. Its range is
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1 to 7; with 1 meaning no reason to read the post and 7 meaning extremely urgent
for instructor interventions. An example urgent message is “I hope any course
staff member can help us to solve this confusion asap!!!”; whilst a non-urgent
would be “Good luck to everyone”. See more details on their website1. Similar to
[16], we convert the problem of detecting urgent posts to a binary classification
task. A threshold of 4 is used as in [16] to create two need categories as: 1) Need
for urgent intervention (value > 4)w ith label 1; and 2) No need for intervention
(values ≤ 4) with label 0. This allows us to obtain a total of 29,597 posts, with
23,991 labelled as 0 and 5,606 labelled as 1. We tokenise the text and create
a vocabulary based on a frequency-based cutoff [28] and use the special token
< pad > for padding and the unknown token < unk > for out-of-vocabulary
words. We initialise the embedding layer with a 300-dimensional GloVe vector
[33] if found in the pre-trained token list.

4.2 Experiment Setup and Evaluation

In this paper we have implemented 3 different models: a baseline model (Base),
as shown in Fig. 1; a baseline model converted to a Bayesian neural network
through Monte Carlo Dropout (MCD), as shown in Fig. 2; and a baseline model
with variational inference (VI ), as shown in Fig. 3. For the evaluation, we report
mean accuracy; F1 score, Precision score, Recall score for all three models under
each class (the higher the better); and entropy based on the prediction layer
[23,40] (the lower the better).

We conduct two sets of experiments. For the first set, we follow the setup
in [5]. At each run of the experiment, we randomly split this data into training
and testing sets each with a ratio of 80% and 20%, respectively, with stratified
sampling on a random state. In the second set of experiments, we use less training
examples, since the intervention case is rare compared with non-intervention, and
we compare the robustness of our model given smaller size samples and we use
a split of 40%, 60% for training and testing. The results for the two experiments
are reported in Table 1 and Table 2, respectively, and we run both experiments
10 times. In Table 1, we report the best run of the model and in Table 2, we
report the mean and variance. All the evaluation metrics results reported here
in this paper are based on test dataset only. In the first table, we use bold text
to denote the results that outperform results in [5] and in the second table, we
use bold to denote results outperforming the (Base) model.

5 Results and Discussions

The results are presented in Table 1. The baseline model (Base) performs com-
petitively against a strong model [5], especially in the recall and F1 score for the
‘urgent’ class and the precision score for the ‘non-urgent’ class. For the Monte
Carlo Dropout (MCD) and Variational Inference (VI) models, we achieve better

1 https://datastage.stanford.edu/StanfordMoocPosts/.

https://datastage.stanford.edu/StanfordMoocPosts/


Exploring Bayesian Deep Learning for Urgent Instructor 87

Table 1. Results compare baseline model and Bayesian deep learning approach in
accuracy, precision, recall and F1 score.

Non-urgent (0) Urgent (1)

Accuracy Entropy Precision Recall F1 Precision Recall F1

Text [5] .878 – .90 .95 .93 .73 .56 .64

Base .883 .095 .937 .918 .927 .677 .738 .697

MCD .883 .085 .939 .915 .926 .675 .742 .698

VI .873 .103 .940 .901 .919 .644 .752 .687

Table 2. Results compare mean and variance of Deep learning and Bayesian deep
learning approach based on 10 runs.

Non-urgent (0) Urgent (1)

Accuracy Entropy Precision Recall F1 Precision Recall F1

Base .870+-.0039 .1126+-.0041 .930+-.0039 .908+-.0088 .918+-.0030 .645+-.0159 .707+-.0215 .664+-.0052

MCD .869+-.0013 0.101+-.0326 .929+-.0128 .908+-.0319 .917+-.0104 .652+-.0574 .703+-.0693 .660+-.0042

VI .867+-.0019 0.078+-.0296 .924+-.0028 .910+-.0058 .916+-.0017 .642+-.0093 .680+-.0164 .649+-.0034

performance in these measurements against the baseline model (Base). Impor-
tantly, as an indication of the uncertainty measurement, we note that the entropy
dropped for the MCD model. In Table 2, we can see that Bayesian deep learning
methods generally achieve similar or better performance compared to the non-
Bayesian base model, but hold lower variance and lower entropy against small
sample size data. This is often the case in real life scenarios, where the label ‘need
intervention’ is scarce. A probabilistic approach works as a natural regularisation
technique, when neural network models are generally over-parameterised. We can
conclude that Bayesian deep learning mitigates this issue of over-parametrisation
with lower variance and entropy. This is especially clear for the VI methods.
The result from a Wilcoxon test shows that, compared with the Base model, the
experiment results of the VI model are statistically significant at the .05 level,
with p=.022 for the entropy value and with p=.007 for the recall, in the ‘urgent’
case. Comparing MCD and VI models, the latter achieves better performance in
most metrics, as shown in both tables, especially with a higher recall score. The
recall score is preferable to precision in this task, where we have a comparatively
small number of positive examples. However, the implementation of MCD mod-
els is more accessible to researchers interested in introducing uncertainty into
their neural networks. This should be considered in using them in practice.

6 Conclusion

Identifying the need of learner interventions for instructors is an extremely
important issue in MOOC environments. In this paper, we have explored the ben-
efits of a Bayesian deep learning approach to this problem for the first time. We
have implemented two different approaches to Bayesian deep learning, namely
Monte Carlo dropout and variational inference. Both offer a critical probabilis-
tic measurement in neural networks. We have demonstrated the effectiveness
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of both approaches in decreasing the epistemic uncertainty of the original neu-
ral network and granting equivalent or even better performance. We have thus
provided guidelines for researchers interested in building safer, more statisti-
cally sound neural network-based models in the Learning Analytics (LA) field.
Entropy measures a classifiers’ confidence level. In intelligent tutoring systems,
high confidence (thus low entropy) is essential. With Bayesian deep learning,
we turn NN models into probabilistic models, allowing more explanability and
trust. For future research, these can be extended and applied in more areas.
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Abstract. The paper describes the problem of creating a single map-
ping of the learning situation during the processing of digital footprint
and decision making in intelligent tutoring systems. We propose creat-
ing a Cognitive Map of Knowledge Diagnosis as a way of summarising
data in the digital footprint. The elements of this cognitive map and
the details of their visualisation are described. The results of the use of
cognitive maps are demonstrated on the example of personalising the
content of an online learning course and providing detailed feedback.
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1 Introduction

The management of the learning process in intelligent tutoring systems (ITS) is
based on the connection between the models of an e-learning course and its actors
i.e. learners, teachers, and tutors. Machine Learning and Data Mining approaches
allow good prediction performance for learner’s progress [12], but they require
vast amounts of data in learning digital footprint to train, are vulnerable to the
cold-start problem with new learners [13], and have poor explainability [9]. These
problems are even more important for low-throughput courses like specialised
courses, master’s-level, and post-graduate courses. In this work, we propose an
approach to decision making for the intelligent planner component of ITS using
Cognitive Maps of Knowledge Diagnosis (CMKD).

The models of a description of teaching materials can be divided into hier-
archical and semantic models. Hierarchical models organise learning units by
grouping them into topics, modules, and, eventually, courses. The model can be
formalised as a tree, whose leaves must be presented to the learner sequentially.

A part of the reported study was supported by the Ministry of Science and of Higher
Education the Russian Federation (research theme code FSRZ-2020-0011). A part of
the reported study was funded by RFBR, project number 20-07-00764.

c© Springer Nature Switzerland AG 2021
A. I. Cristea and C. Troussas (Eds.): ITS 2021, LNCS 12677, pp. 93–98, 2021.
https://doi.org/10.1007/978-3-030-80421-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80421-3_11&domain=pdf
http://orcid.org/0000-0003-1205-2652
http://orcid.org/0000-0002-7296-2538
https://doi.org/10.1007/978-3-030-80421-3_11


94 V. Uglev and O. Sychev

This defines the basic learning trajectory; the actual trajectory is more complex
and non-linear for most students. This approach was first proposed by Skinner
for programmed learning [14]; nowadays almost all Learning Management Sys-
tems (LMS) implement this model. But when combining this structure with the
data from the learner’s digital footprint, the stream of events captured according
to SCORM standards [11] or Tin Can API [8] doesn’t allow to capture the con-
nections between the elements of domain knowledge; this results in lowering the
value of the accumulated data and lowering the incentive for their processing.

The semantic approach involves creating a graph whose edges represent
semantic dependencies between the subject-domain concepts that often involves
developing ontologies or conceptual models of these domains. This allows
analysing learner’s actions according to the structure of the domain reflected
in the domain semantic links (ontology [3]). However, developing high-quality
ontologies requires more time and effort than creating hierarchical course struc-
ture because ontologies are tied more to the subject domain than to the course’s
learning goals (see [2]). Ontologies capture well the dependencies between domain
concepts, but these don’t always coincide with learning-unit boundaries that
makes the representation of course structure in ontologies problematic. While
using lightweight [4] and heavyweight [15] ontologies as the basis of ITS allows
generating personalised feedback for low-level tasks, the decision making on the
strategic level often involves machine-learning approach [1], lacking the necessary
data for it. This limits the scope of developed ITS’s and creates problems with
the attempts to leverage them to the level of the learning-process management.

For agile learning-process management in ITS, only the dialectical unity of
the two approaches allows preserving the completeness of connections between
subject domain concepts and course’s learning units; this allows generalising
information about the learner’s progress in digital footprint and making informed
strategic decisions about learning trajectories.

2 Method

Combining the hierarchical structure of the learning units and their semantic
dependencies is necessary for decision making in ITS, concerning the interaction
of the learner, teacher, and tutor models [5]. These models use the same digital
footprint as the basis for representation, evaluation, and analysis of the learning
situation. To make this information understandable, we need a way to represent
our knowledge about the course on an appropriate generalisation level so that
we will keep course structure and semantic dependencies between its elements.

We propose enhancing the visual cognitive map (see [16]) by grounding it
in the hierarchical and semantic representations of the course. Cognitive Map
of Knowledge Diagnosis is a map that represents the information summarised
by ITS (using metric concentration methods) in order to simplify the expert
analysis of learning digital footprint, evaluate learning situation, and determine
an efficient reaction to learner’s actions [17]. The basis of this map is the sequence
of learning units (see Fig. 1), grouped by their topics and modules according to
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the basic learning trajectory for the course as a small-world network [10]. The
map contains a priori semantic causal dependencies, showing the prerequisites
for learning units as the edges inside the circle. A learning unit is represented as
a square with the unit number; it can be enhanced with the information from
the digital footprint. Figure 1 shows that CMKD allows tracing incoming (from
predecessors) and outgoing (from successors) semantic dependencies.

Fig. 1. CMKD for the online
course “Decision-making theory”
(structural aspect).

The basics features of course elements rep-
resented in CMKD are importance levels of
learning units, aspects, and points of view.
Learning units can be divided by their impor-
tant level into the units belonging to the
course core, local (module) core, miscella-
neous (non-core), and reference (additional)
material. Also, one learning unit can be imple-
mented in several variants, depending on the
unit representation, difficulty, or used method
(tool); this results in creating a set of ele-
ments for one position that is shown as a stack
of squares. Aspects mean different kinds of
data from the digital footprint that is repre-
sented on the map after generalisation: struc-
tural and normative data, knowledge, compe-
tencies, etc. Any aspect can be shown in the
initial, current, and target states. Point of view, in accordance with the app-
roach [6], is a kind of model (a part of ITS), representing the learning situation:
the models of learner, teacher and tutor may form different “opinions” (evalu-
ation results) about the same situation. This allows modelling reflection in ITS
and using methods of compromise solutions (according to Reflexive Management
theory [7]).

The process of creating CMKD consists of several stages: the planner of
ITS chooses a decision-making task and determines relevant aspect and point
of view; data are extracted from the digital footprint and generalised for the
map, according to the process described in [18]; visualising (if necessary) the
invariant part of the map; applying the information from the footprint to the
map according to the aspect and the point of view; enhancing map (if necessary)
including adding interactive features; passing the map to the decision-making
algorithm and (if necessary) creating maps for the other aspects.

CMKD can be used to solve the following tasks, requiring metric concentra-
tion of digital footprint: generating or revising a personalised online course and
basic personalised learning trajectory; adaptive knowledge assessment, results
analysis and hints generation; generating messages explaining ITS decisions;
advising to the learner about using the online course; aggregating information
for human teachers and tutors, allowing analysis of assessments’ results.

While CMKD is a part of the automatic decision-making process, its visu-
alised form can be used by human teachers (for studying the ITS performance),
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tutors (summarising the data about the course), and even to the learners (for
understanding the system’s behaviour). The ability to visualise CMKD allows
producing human-readable maps for every stage of learning, including producing
a set of maps showing the progress of a learner or a group of learners.

3 Use Case

Our example is based on the course “Simulation Modelling” at the master’s
level program “System analysis and management” in the experimental “EASU”
ITS. The basic (a priori) course model as CMKD contains 19 learning units and
semantic dependencies between them (see Fig. 2 a). Personalised course structure
for two students who didn’t show much interest in the course is shown at Fig. 2
b, c. The learning units that are outside the circle were made optional. Colours
represent current results of summative assessments in the knowledge aspect. The
process of personalising the course content is described in detail in [18].

Fig. 2. Cognitive Map of Knowledge Diagnosis for the course “Simulation Modelling”:
a) a priori map, structural aspect; b, c) personalised maps, knowledge aspect.

During personalising of the course’s content and learning trajectory, for 37.5%
out of 28 students the composition and number of learning units was similar to
the basic (a priori) course while for 12.6% of the students it was increased (up to
17.5%) and for 49.1% of the students it was decreased (up to 24%) along with
personalising the degree of control of student’s resulting knowledge.

This example shows that if the course-level model contains semantic depen-
dencies between learning units its possible to produce a decision tree, allowing
to take into account both the regulations and personal learning goals using past
experience, current achievements, and learning objectives. Creation and process-
ing of CMKD allow personalised approach in planning components for ITS.

4 Conclusion

In this paper, we propose a model for generalising and visualising of learning dig-
ital footprint as a Cognitive Map of Knowledge Diagnosis that allows enhancing
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planning in Intelligent Tutoring Systems. The maps can be used both for human-
computer interaction and automatic decision making; they also can be exported
to a student’s portfolio.
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Abstract. The rapid spread of online learning has increased demand for
promoting and grasping collaborative learning processes. In this paper,
we present a multi-channel process analysis of collaborative knowledge
building, using a custom-made concept map tool and the application
of conventional videoconferencing. The analysis focused on a process
of copying and merging elements from individually created maps to a
collaboration map. The sequential calculation of edit distance between
maps revealed characteristics of group dynamics. The group who suc-
cessfully integrated concept maps deepened their understanding of the
topic, while the other group engaging shallow cooperation failed to build
mutual understanding. The result shows the effectiveness of collaborative
concept mapping in grasping online collaborative learning.

Keywords: Collaboration · Concept map · Online learning

1 Introduction

Due to the worldwide COVID-19 pandemic, online learning in higher education
spread rapidly in 2020. Such a new learning environment ensures educational
opportunities without geographical constraints, while it simultaneously reduces
the chance for equal collaborative learning between learners. Online video con-
ferencing tools, which are used frequently in such educational settings, usually
concentrate on one specific speaker, namely the lecturer, hiding reactions from
class attendees. These tools also restrict turn-taking behavior due to poor multi-
modal conversational cues [6]. Therefore, there is widespread concern that online
environments are detrimental to building a learning community in the educa-
tional environment [7].

The challenge is to build a collaborative environment in online education.
One tradition solution in learning science is to build a concept map. Since clas-
sic cognitive science studies in the 1980s (e.g., [3]), many researchers have con-
sidered that knowledge in one’s mind can be represented as nodes and edges
networks and have built supporting tools for collaborative concept mapping [2].
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The effect of such applications in the actual classroom have also been exam-
ined [13,14]. Dividing target phenomena into discrete elements located in a 2-
D space is believed to uncover a knowledge structure in the internal mind of
learners. Based on such visual representations, collaboration among learners is
potentially promoted by finding commonalities or differences of understandings
between participants, eventually leading to a deeper exploration on a learning
topic.

This study follows assumption–introducing collaborative concept mapping
in the online learning environment and examines cases of this process to find
utilities and problems for future learning. In this study, we focus particularly on
the analysis of edit distance between individual and collaborative maps.

2 Method

2.1 Participants and Target Class

This study targeted a class titled “Theories of Learning Process,” where par-
ticipants aimed to acquire theories and technologies regarding the collaborative
learning process. This class was an elective subject in a curriculum of the infor-
matics department at a Japanese university. In the class, participants engaged
in group work by reading research papers on collaborative learning and applying
several techniques for analyzing the learning process, such as verbal-text analy-
sis or multi-modal communication analysis. In the 2020 fall semester, the overall
process was conducted in an online setting without face-to-face lectures.

Participants of the class were seven third-year undergraduate students. All
were male and Japanese native speakers. Among them, we analyzed five par-
ticipants whose target activities were successfully recorded. These participants
belonged to two groups (two in G2, three in G3) and engaged in collaborative
concept mapping to summarize papers related to the topic of the class.

2.2 Materials

Papers. The participants themselves selected papers from Japanese paper
repositories (e.g., [5,15]). They were told that selected papers should be ref-
ereed and deal with human learning (i.e., a change in the cognitive state over
time), which had occurred in interactive situations. G1 selected a short paper
reporting a questionnaire survey on university students’ attitudes toward collab-
orative learning [12]. G2 selected a full paper presenting a computational model
showing the mutual learning process of joint attention by caregiver and infant
agents [10]. Note: We did not control for the difficulties of these papers; the page
length and prerequisite knowledge of the papers were different.

Tool for Collaborative Concept Mapping. Despite many collaborative con-
cept map tools (e.g., [2]), we could not find one with a detailed logging function.
Therefore, we originally developed a concept map tool based on an existing open
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source library of network visualizations [17]. Adding a function of communica-
tion with a server to the library, our environment makes it possible to operate
on a single concept map simultaneously from different client Web browsers. The
client-side script (JavaScript) regularly posts the status of maps (nodes and
edges with labels) to a server as a JSON file to synchronize each client.

Video Conference Tool. We used Zoom [16], as it was a de facto standardized
application when the study was conducted. Every participant in the study was
familiar with the tool. During the class, participants were required to turn on
their cameras, and the screen-sharing function and breakout rooms were utilized.

2.3 Procedure

The collaborative concept mapping was conducted in the fifth day of the class;
however, the activities conducted before and after that day were also related in
the latter analysis as follows:

1. Reading paper:
On the fourth day of the class, the participants were grouped based on their
interest in a reading paper and were required to make a single-page summary
of the paper before the target day of the class.

2. Individual concept mapping:
The participants were instructed to create concept maps eliciting important
concepts from the above single-page summary. They were also provided an
explanation of concept maps with a description based on Japanese Wikipedia.
Following the instruction, the participants engaged in building concept maps
individually for approximately 20 min.

3. Collaborative concept mapping:
The participants were instructed to integrate individual maps into one col-
laborative map through a group activity. They were presented an interface of
collaborating concept maps, which were divided into three or four panels (one
left panel for constructing a collaboration map and two or three right panels
for presenting individual maps). Following the instruction, the participants
were assigned breakout rooms according to their group. In each breakout
room, they recorded their own process by themselves and freely used the
screen-sharing function in Zoom. This collaborative concept mapping contin-
ued for approximately 30 min.

4. After the collaboration:
After the above target class, the participants were given an assignment to
elaborate on their own individual map for the sixth class; the map was used as
a tool to explain the reading paper to another participant who had not read it
before. Following this paired work, the participants individually summarized
the paper in a 10-min presentation format. During the seventh class, each
participant gave a presentation and all of the class participants rated each
presentation, including their own presentation.
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3 Results and Discussion

The data obtained from the two groups (G1 and G2) were analyzed to demon-
strate how the mutual understanding on the topic was developed through the
visualization of a knowledge structure. Before presenting this process, we will
show results relating to learning outcomes and a summary of a collaborative
map to characterize each group.

3.1 Outcomes of the Collaboration in Each Group

After the collaboration activity, the participants’ understandings were rated with
the presentation introducing the paper (procedure 4). Table 1 and Table 2 show
the mutual rating scores (ratings given by self, group members, and overall class
(averaged with n = 7)).

Both for G1 and G2, the differences of average ratings did not reach sig-
nificance level (G1: t(6) = 1.44, p > .10, G2: F (2, 6) = 3.13, p < .10). The
mutual rating within the groups, however, revealed different characteristics for
each group. In G1, the mutual scoring between two participants was not obvi-
ously asymmetrical, though P2 rated his partner higher than himself. To the
contrary, the rating by the group members of G2 clearly divided them into low-
and high-understanding participants. P5 was rated as the highest by the other
participants, while he rated the lowest to be P3. That is, these members had an
agreement between them as to the order of their understanding level.

Table 1. Scores of understanding rated
on the presentation in G1

Rated by

P1 P2 Class

Rated on P1 4 4 4.14

P2 5 4 4.57

Table 2. Scores of understanding rated
on the presentation in G2

Rated by

P3 P4 P5 Class

Rated on P3 4 4 3 3.85

P4 4 4 4 4.14

P5 5 5 4 4.42

3.2 Collaborative and Individual Maps

The characteristics of each group can also be illustrated by the final collaborative
maps. Figure 1 shows the maps constructed by the participants in each group.
The left map shows the final collaboration map (procedure 3), while the right
two maps were individually created by each participant (procedure 2). The map
constructed by P4 is omitted because of the absence of commonalities with G2’s
collaborative map.
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Fig. 1. Concept maps created by G1 (left) and G2 (right).

The figures also show several indices featuring each map computed with a
network analysis library [11]. In particular, we focus on edit distance (noted as
“Dis” in the figure), displaying the number of operations needed to transform
one map to another [1]. This seems to be suitable for describing the collaborative
editing process by examining the copied elements from individual maps.

From the values of edit distance, it is observed that an equal contribution
to individual maps was made by P1 and P2 to G1’s collaborative map. On
the other hand, G2’s collaborative map is dominantly based on P3’s individual
map. From this result, G1 is characterized as having reached a sufficient mutual
understanding. To the contrary, G2 failed to integrate individual maps, based
primarily on the map created by the lowest understanding participant. This
difference in the group could not be attributed to the initial commonalities of
the individual maps; the two maps in G1 have larger distances than those in G2.

3.3 Process of Collaborative Concept Mapping

To reveal how the success and failure of collaborative concept mapping occurred,
Fig. 2 summarizes the edit process in each group. These figures were created with
ELAN [8] to annotate operators who edit the map. The upper line graph in each
figure indicates edit distance from the collaborative maps to each individual map
at each time point. The bottom several rows indicate the timing of the edition
made by each participant.

Fig. 2. Edit distance from individual maps to collaborative map.
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In G1, the line representing “to P2” is described as U-shaped: at first, the
collaborative map is close to P2’s map, then it moves away from P2’s map while
adding intrinsic elements of P1’s individual map. Finally, the two individual
maps contribute equally to the collaborative map. This result shows a successful
example of mutual knowledge building in online collaborative concept mapping.
In contrast, the editing process shown in G2’s graph does not present sufficient
integration. The figure contains two lines (to P3, to P5), omitting a line that
has no commonalities with the collaborative map. The distance to P3 is always
smaller than P5, showing dominant dependence on P3’s map.

To explore a more detailed process of collaboration, Fig. 3 summarizes the
relationship between the number of editions closing to or going away from each
individual map and operators of these editions. In Fig. 3a, we can observe a clear
relationship. Each edit of P1 and P2 created an element of the collaboration
map, closing to his individual map. On the other hand, Fig. 3b shows different
collaboration styles. P4, whose map did not contribute to the collaborative map,
had the highest number of manipulations in the creation of this graph. P5, who
was rated highest in understanding the topic, had the smallest contribution in
constructing the collaboration map.

Fig. 3. The number of operations divided into types and operators. The triangles on
the bars indicate significant results in the residual analysis of chi-square test (p < .05)

4 Conclusion

This study presents a learning task applicable to online collaborative learning.
The two groups targeted in this study exhibited a contrasting process: one suc-
cessfully integrated knowledge while the other failed. We contend that this study
can contribute to the development of intelligent tutoring systems for online col-
laboration learning. In the proposed task, success and failure of the process
could be easily detected with the relationships of edit distance. By using fea-
tures obtained in this study, future studies can construct learning supports that
will intervene in collaborative concept mapping.
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However, this study did not determine the specific reason for the failure of
collaboration. All members of G2 engaged in some role in the collaboration.
Yet, this collaboration did not contribute to a sufficient mutual understanding.
The reason for this failure may be attributed to several factors in the process. To
clarify causal factors, we need to conduct further experimental studies to control
for these variations.

Further, the process shown by G1 also has limitations. The two individual
maps actually merged, but there is no evidence that this collaboration led to the
construction of new knowledge. Many learning scientists [4,9] promote the impor-
tance of conflict resolution in collaborative learning. Further study is needed to
explore the conditions that occur during successful online collaboration using
collaborative mapping from individual mapping.
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Abstract. In this paper, an experimentwas conducted to study the learning perfor-
mancewhen learning newknowledge in groupswith an e-book system and amean-
ingful discovery learning support environment. The participants studied target new
knowledge with an e-book in pairs; at first, all the knowledge points that appear in
the e-book were displayed and learners in each pair were encouraged to actively
create relations between the knowledge concepts together; after completing the
task, they can compare their learner-generated relations with expert-generated
relations. The learning perception of one hundred and forty-three participants are
analyzed and discussed.

Keywords: Meaningful learning · Discovery learning · Topic map · E-book

1 Introduction

Advance organizers are presented byAusubel [1] to facilitate meaningful learning which
refers to the non-arbitrary substantive incorporation of new concepts or propositions
into the existing hierarchical framework of cognitive structure. When new material is
presented, with the support of the advance organizer, the learner’s attention can be
directed to the key concepts and key relations, even to relevant prior concepts. It favors
the understanding of new concepts and support the knowledge.

To support meaningful learning in e-book systems, a cache-cache comparison mode
which encourages the learner to actively process the e-book information and discover
the relation between the given key concepts is implemented in a visualization support
system (VSSE) [2, 3], in additional to a reception comparison mode which provide
complete versions of expert-generated topic maps to learners. A series of experiments
had been conducted to examine the learner behaviors and performance while they did
review activities with the support of e-books and VSSE. In previous work [3], we found
that after review activities learners with low prior knowledge showed greater increases
in performance than learners with high prior knowledge when encouraged to actively
discover the relations between key concepts appearing in target learning content. This
suggests that cache-cache comparison mode is more appropriate than reception com-
parison mode for learners with low prior knowledge. On the other hand, for learners
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with high prior knowledge, learning mode made no significant difference to learning
achievement; however, learners felt significantly less pressure and more satisfaction in
reception comparison mode than in cache-cache comparison mode. In light of the above,
for learners with high prior knowledge, reception comparison mode is indicated.

Instead of studying the effectiveness of VSSE on the review activity, the experiment
in this paper studied the learning performance of learners who did self-study in pairs
with e-book involving new knowledge under the support of the cache-cache comparison
mode.

2 The Cache-Cache Comparison Mode in VSSE System

Fig. 1. The cache-cache comparison mode.

Figure 1 shows an instance of cache-cache comparison mode: the content of interest
to the learner is pages 1–43 of an e-book titled “Face detection”. First, “cache-cache
comparison” mode displays all the knowledge points (KPs, a KP is defined as “a mini-
mum learning item which can independently describe the information constituting one
given piece of knowledge in the content of a specific course.”) that appear in the page
range of interest in red; the related KPs that do not appear in the pages of interest in
ranges in blue; and their upper concepts in pink. Then firstly the learner is required to
classify the KPs by connecting them to their pink upper concepts; next, the learner is
encouraged to find out the relations between KPs by connecting red nodes or connecting
red nodes to blue nodes. The descriptions of the relation arcs made by the learner can
be modified and saved anytime. After the learner completes the relation map, she/he
can click the “Compare with experts” button. Finally, all the relations extracted from
the ontology will be displayed as red lines. The learner can easily compare the red lines
with the black lines that she/he has made.

3 Experimental Description

Onehundred and forty-three first-year undergraduates from the same class at aUniversity
in Japan participated in this study. These students were all taught by the same instructor,
who had taught computer science for more than twenty years. Before the experiment,
all the participants had studied Information Science for 13 weeks with learning support
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system environments (Moodle, Mahara and an e-book system). Learning performance
measurement techniques in this experiment included learning achievement tests (pre-
and post-test), and a questionnaire for measuring learning related perceptions. Both test
sheets had been developed by experienced teachers. The questionnaire consisted of 11
questions involving responses on a seven-point Likert scale (1–3: strongly to slightly
disagree, 4: neutral, 5–7: slightly to strongly agree). Question content was related to
learning perception, specifically technology acceptance [4, 5] cognitive load [6], and
satisfactionwith learningmode [7]. The reliability of this Japanese version questionnaire
has discussed in the previous work [3].

Firstly, all the participants took the pre-test consisting of 19multiple-choice questions
which aimed at evaluating their prior knowledge of Information Science. Subsequently,
they received a training about how to use Japanese version of VSSE [3], which can be
opened in the browser of any PC, tablet or smart phone. During the 15-min training, the
study procedures were demonstrated using one sample map in cache-cache comparison
mode; participants were then encouraged to repeat the demonstrated actions so as to
familiarize themselves with system operation. After the training, they were assigned
randomly in pairs to study with the support of e-book systems and VSSE for 60 min.
An e-book titled “Face detection” was chosen as target learning content. Since the target
learning materials are new for everyone, so they allowed to discuss with their peers in
the same group and complete the topic map on VSSE (as Fig. 1) together (only one map
will be submitted per group). After that, they took a post-test consist of 3multiple-choice
questions and a questionnaire.

4 Learning Perception Results

System evaluation and feedback about the learning activity are shown in Table 1.

Table 1. Results for learning perception.

Item Satisification Mental effort Mental load Technology acceptance

Understand
the
purpose
(1–7)

Learn
the
KPs
(1–7)

Distraction
(1–7)

Pressure
(1–7)

Easiness
(1–3:no
4–6:yes)

Usefulness
(1–3:no
4–6:yes)

Mean 3.75 4.77 4.61 3.52 3.74 3.86 3.90

S.D 1.26 1.48 1.26 1.52 1.72 1.69 1.50

In terms of “mental effort,” the average rating for “effort required for understanding
the purpose of the learning activity” was higher than 4 (the neutral point) but still lower
than 5, indicating that most participants felt that it is a bit difficult to understand the
purpose of the activity. The average ratings of “effort required for learning the target
KPs” was 4.61; this suggests that the difficulty of the learning activity slightly difficult
for the participants. In terms of “mental load,” the average rating for degree of distraction
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and degree of pressure was less than 3; this implies that the participants felt little pres-
sure while concentrating on learning with VSSE. In terms of “technology acceptance”
measures, the average rating on the “perceived ease of use” item and the average rating
of “perceived usefulness” was slight lower than 4; most participants reported that VSSE
was a bit difficult to operate and become familiar with and did not believe VSSE was
useful for improving their learning performance in studying new knowledge. In terms of
the average ratings (using the mean rankings for the five related items) for “satisfaction
with learningmode” were 3.75 (slightly lower than 4); this implies that most participants
were slight dissatisfied with the learning mode.

5 Discussion, Conclusion and Future Work

The learning perception result differences between the previous experiments and the
one in this study lie in “mental effort,” “satisfaction with learning mode” and “technol-
ogy acceptance”. In previous finding [3] which compared the learning effectiveness of
two different VSSE modes in supporting review activity, the average rating for “effort
required for understanding the purpose of the learning activity” was less than 4 (the
neutral point) for both groups, indicating that most participants in both groups felt that
they could easily understand the purpose of the activity; The average ratings of “effort
required for learning the target KPs” were 4.28 and 3.78 for learner who studied with
cache-cache mode and those who studied with reception mode, respectively; this sug-
gests that the difficulty of the learning activity was moderate (neither too easy nor too
difficult) for the participants in both groups. Furthermore, the average rating on the “per-
ceived ease of use” item was 4.08 for the cache-cache mode and 4.47 for the reception
mode; most participants reported that VSSE was easy to operate and become familiar
with. The average rating of “perceived usefulness” was 4.50 for the cache-cache mode
and 4.76 for the reception mode, which implies that in both groups, most participants
thought that VSSE was useful for improving their learning performance in review activ-
ity. Finally, the average ratings (using the mean rankings for the five related items) for
“satisfaction with learning mode” were 4.51 and 4.96 for the cache-cache mode and the
reception mode, respectively; this implies that most participants in both groups were
satisfied with the provided learning mode.

In the other word, the self-study activity with cache-cache mode is a bit difficult than
the review activity with either cache-cache mode or reception mode. Without sufficient
prior knowledge and guidance, the unassisted discovery learning in the experiment in
this research lead to additional cognitive load, lower technology acceptance and dissat-
isfaction, this finding has also been cautioned by many previous researches [1, 8, 9].
Although the cache-cache mode hided all the key relation and only presented the key
concepts, therewere still toomuch new information for novices in a self-study activity. In
summary, compared to the previous experiments [3] where participants attended lecture
of the target content weeks before the review activity, the participant precepted higher
mental effort, lower satisfaction with learning mode and lower technology acceptance.
Due to the small amount of the learner data, further experiment still needs be conducted
to confirm those conclusions.
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Abstract. Concept maps are significant tools able to support several
tasks in the educational area such as curriculum design, knowledge orga-
nization and modeling, students’ assessment and many others.

Algorithms for comparing graphs have been extensively studied in
the literature, but they do not appear appropriate for concept maps. In
concept maps, concepts exposed are at least as relevant as the struc-
ture that contains them. Neglecting the semantic and didactic aspect
inevitably causes inaccuracies and the consequently limited applicability
in automated systems.

In this work, starting from an algorithm which compares didactic
characteristic of concept maps, we present an extension which exploits a
semantic approach to catch the actual meaning of the concepts expressed
in the nodes of the map. We also present experimental results.

Keywords: Concept maps · Natural Language Processing · Similarity
measures

1 Introduction

Concept Maps (CMs) are a significant tool able to support several tasks in the
area of education, for instance with applications in curriculum design, knowl-
edge organization and understanding, and also evaluation of learning achieve-
ments. For this reason, CMs are suitable to contribute to the development of
ITS especially concerning domain knowledge representation and learner model.
CMs facilitate knowledge organisation by making explicit the structure of the
relationships between concepts. Authors in [1] proposed the use of Natural Lan-
guage Processing approaches to automatically extract from text concepts that
constitute the nodes of a CM representing the text. The application of this
method to teaching materials provides useful hints on knowledge organisation
thus supporting the assessment of course content based on active reflection.

CMs are mainly used within ITS to organize system knowledge, in the assess-
ment of students’ learning processes, and to model domain and learner knowl-
edge. To this aim, it is relevant to elaborate methods and approaches to auto-
matically compare CMs to detect similarities and to identify whether and in
c© Springer Nature Switzerland AG 2021
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which context the same concepts are used by different knowledge representa-
tions. The purpose of this work is to design a method for automatic comparison
(and thus management) of concept maps. As graphs, concept maps are charac-
terized by their structure and the relationships between nodes. We thus need to
deal with both the structural and semantic recognition algorithms for the maps.
An algorithm for comparing concept maps that consider relations between arcs as
prerequisite relations has been proposed in [2]. In this contribution, we extend
the algorithm with a method that allows us to identify similar nodes at the
semantic level, making an automatic comparison between two CMs effectively
applicable.

2 Theoretical Background

To deal with the semantic comparison between concept maps, we analyze the
most significant comparison techniques.

Algorithms for Word Comparison. The use of a knowledge base such as
Wordnet [4] has the great advantage of producing results totally explicable and
with a high degree of control, being possible to explore the entire knowledge base
to make the best choices, especially in the disambiguation phase. Lin metric [3],
applied to Wordnet, provides very reliable results with the best efficiency among
those taken into analysis. The experimental results observed in [7] indicate Lin’s
metric as one of the most reliable and, at the same time, more efficient metric
than Li’s and Jiang-Conrath’s ones.

For comparing a pair of nodes of two different CMs, we must consider that
they represent a well-defined semantic context. Clustering algorithms are best
suited to take advantage of this property, because of their ability to group similar
elements (in this case the word senses). Since word senses are non-numerical
data, we use k-medoids [5] clustering that is similar to k-means but assumes, as
a constraint, that the centroid of the cluster must be in the corpus of senses of
the words that are to be clustered.

Metrics for Sentence Similarity. In concept maps, concepts represented in
the node can be expressed by short sentences, and in this case, it is necessary to
apply different methods suitable to compare sets of words.

In the approach proposed in [6], authors use a similarity matrix which allows
calculating the similarity between a pair of vectors representing the semantic
structures. This leaves a high degree of freedom on the choice of the algorithms
for words comparison as well as on those of disambiguation.

Metrics for Structural Graph Similarity. Structural comparison of a pair
of concept maps is not a trivial task. An effective approach for computing struc-
tural similarity between two graphs is based on their spectra [9]. An important
property of this distance measure is that it can be used to compare graphs of
different sizes and it is particularly efficient on CMs. Two efficient distant mea-
sures based on this principle, “Spectral Distance of Degree Matrices”, and “�2
norm of difference of distance matrices” are presented in [8]. We have considered
these two measures for comparing our approach as discussed in Sect. 4.
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3 A New Measure for Maps Comparison

The algorithm we propose starts from considering the Prerequisite Constraint
Measure (PCM) presented in [2] which is designed for capturing the similar-
ity of two concept maps from the point of view of their common prerequisites.
For each common concept of two CMs, this measure computes the amount of
common knowledge expressed by its predecessors. If the same concept is pre-
sented with different prerequisites in two CMs, it means that from the point of
view of prerequisites the two maps are different. For example, given two CMs
presented in the left-hand side of Fig. 1 the set of common nodes is given by
CN = {Nucleus, Cytoplasm} and the value calculated with the PCM method
is 0.514. The new algorithm is augmented by the semantic comparison of the
concepts expressed into the maps. We compute the semantic similarity of all the
nodes in the two maps (see right-hand side of Fig. 1) and we discover that there
are similar concepts that have been ignored by the PCM (Cells and Eukaryotes).
In this case the value computed by PCM with semantic similarity (PCMS) is
0.926 that is much higher than the value of 0.514 calculated without the inclusion
of semantic comparison.

Fig. 1. Two simple concept maps on the left-hand side. The semantic distances of all
their concepts on the left-hand side.

PCMS algorithm first computes all the similarities between the concepts of
the two maps and then it considers similar those concepts that exceed a given
threshold. The threshold has been determined with the following procedure: (i)
we generate a set of 15000 pairs of concepts maps through a pseudo-random
algorithm; (ii) we compute the distance between these pairs, by applying the
PCM measure; (iii) we compute the spectral distance of the degree matrix [9]; (iv)
we compute the distance of the distance matrices; (v) we apply a hill-climbing
algorithm to exclude peak values i.e., values computed by PCM that are too far
from the values computed in the two previous steps.

4 Tests and Results

We have pseudo-randomly generated 15,000 pairs of graphs with size ranging
from 7 to 30 nodes. The content of the nodes is a number between [0, ..., 1] so
that the comparison between two nodes of the graphs returns the average seman-
tic similarity of each pair of nodes. This value is consistent with the measure
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Fig. 2. Test on CMs with the 10% (left) and 57% (right) of similar nodes. The green
line represents PCMS and the red and blue lines the structural distances presented in
Sect. 2. (Color figure online)

resulting from the semantic comparison between two “real” nodes (i.e. a number
between [0, ..., 1]). For the two tests illustrated in Fig. 2, we have considered the
generation of 15,000 pairs of graphs. For the first generation (left-side of Fig. 2),
we have set 10% of semantically similar nodes, for the second test (right-side
of Fig. 2), we have generated 57% of semantically similar nodes. PCMS is com-
pared with the spectral distance of degree matrices and the �2 norm of difference
between distance matrices, both associated with the average semantic similar-
ity of every node. On the x-axis there is the overall map distance between the
compared CMs and on the y-axis there is the result produced by the similarity
measures. The distance between distance matrices, in red, and spectral distance,
in blue, show lower similarity degree than PCMS. In fact, these measures are not
able to capture the prerequisites relationships between concepts as the PCMS
does.

5 Conclusions

The introduction of the semantic layer has significantly improved the existing
didactic measure for CM comparison and the resulting method, as a whole, yields
very significant results in detecting similarities between CMs. The experimenta-
tion, at the moment, has been carried out by using CM randomly generated due
to the lack of adequate datasets of CMs suitable for testing however, these first
encouraging results pave the way for experimentation on real concept maps.

Even though there are evidences that the use of CMs within ITS is undoubt-
edly effective, there are still many progresses to be done, both for what concerns
the generation of algorithms that work on CMs (especially to identify peda-
gogical characteristics), and regarding standardization in structuring CMs. On
the one hand, standardization would constrain the flexibility that is one of the
most important characteristic of CMs but, on the other hand, it would support
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the global sharing of CMs and, consequently, their extensive use as well as the
development of methods and algorithms to elaborate them automatically.
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Abstract. AlthoughMassiveOpenOnlineCourse (MOOC) systemshavebecome
more prevalent in recent years, associated student attrition rates are still a major
drawback. In the past decade, many researchers have sought to explore the reasons
behind learner attrition or lack of interest. A growing body of literature recognises
the importance of the early prediction of student attrition from MOOCs, since it
can lead to timely interventions.Among them,most are concernedwith identifying
the best features for the entire course dropout prediction. This study focuses on
innovations in predicting student dropout rates by examining their next-week-
based learning activities and behaviours. The study is based on multiple MOOC
platforms including 251,662 students from 7 courses with 29 runs spanning in
2013 to 2018. This study aims to build a generalised early predictive model for
theweekly prediction of student completion usingmachine learning algorithms. In
addition, this study is the first to use a ‘learner’s jumping behaviour’ as a feature,
to obtain a high dropout prediction accuracy.

Keywords: Learning analytics · Early dropout prediction · Machine learning ·
Behavioural pattern

1 Introduction

Massive Open Online Courses (MOOCs) offer open access courses to unlimited learners
in an online learning manner. MOOC as a term was first coined in 2008, followed by the
naming of 2012 as the ‘Year of the MOOC’, when MOOC providers, such as Coursera,
Udacity, edX and FutureLearn, were all launched and they have reached to millions
of learners across the world [14, 26], MOOCs have proven a popular education choice
and become a critical mainstream approach to democratise knowledge [12]. However,
it should be noticed that only 3–15% of participants complete their courses [5]. Such a
situation undermines the initial purpose of MOOC that provides free access for massive
numbers of students. Therefore, academics are interested in exploring why participants
drop out and how to improve their engagement with the course until completion [2].

Researchers intend to find the most predictive feature(s) of students’ dropout activity
and thus enable early intervention. One usual way is to identify learning behaviour
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indicators to raise precision and recall of MOOCs’ completion prediction [5]. However,
data is not always available for such indicator analysis. For instance, non-completion
can be predicted by a linguistic analysis of discussion forum data [24]. Nevertheless, as
students’ comments only amount to 5–10% of posts in discussion forums, this feature
is not applicable universally [21]. Additionally, numerous variables can be considered
for non-completion analysis, such as student profile data (e.g., country, age, gender) and
course-attended related data (e.g., reading,watching,writing, taking quizzes). To the best
of the authors’ knowledge, this study is the first to consider participants’ learning paths
and associated behaviours inweekly dropout prediction.According to [1], a learning path
is an insightful dropout prediction feature as successful learnerswill follow the instructed
path and exhibit the so-called catch-up learning behaviours. Conversely, learners may
jump forward and backward in their learning sessions [7], defined as exhibiting jumping
behaviour and they are more likely to quit in the process. This study also considers
other features such as number of learning activities, to predict student completion in
the following week. Hence, our research question and its respective sub-questions are
formulated as follows:

1. Are there (high) differences in the prediction of weekly dropoutand whole course
dropout?

2. Will the weekly predictive model be more accurate after considering student jumping
behaviours and catch-up learning patterns during the course?

The main contributions of this paper are:

• We compare the prediction of weekly dropout and dropout of the whole course.
• New feature: we are the first to incorporate students’ learning patterns, specifi-
cally jumping behaviours into the weekly predictive model and demonstrate the
effectiveness of it.

• We implement seven machine learning algorithms and demonstrate that our proposed
method outperforms the current best-in-class.

2 Related Work

Under the context of MOOCs’ rapid spread to millions of people, the low completion
ratio encourages researchers to explore, reason and build prediction models for dropout
since 2014 [8]. The prediction of MOOC completion, especially at an early stage, has
been the primary concern of researchers in learning analytics. Existing studies mainly
analyse long-term learner behaviours, i.e., discussion activity, clickstream data, and time
spent, based on different machine learning (ML) methods. For instance [14] examined
learners’ study pattern under a predictiveML framework for a 12-week-long psychology
MOOC course. They improved 15% in prediction accuracy (70% up to 85%), compared
to baseline methods. However, the proposed model did not performwell at early dropout
detection.

[25], targeted struggling learners who need early intervention to keep the engage-
ment, by designing a prioritising at-risk student temporal model. They illustrated the
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necessity of building an effective and robust ensemble stacking prediction model for
such analysis. [36], used data from the first two weeks of study, to allow for early
intervention and they achieved accuracy of 80%.

Another study, [10], generated an average of 92% precision and 88% accuracy result
of dropout prediction based on a two-layer cascading classifier structure. Additionally,
[16] built an ML-based sliding window model based on Support Vector Machine for
course completion prediction, which allowed MOOC instructors and designers to track
potential dropouts.

However, all the above studies mainly focus on predicting participants’ dropout
activities for the entire course rather than in the upcoming week.

This paper focuses on predicting students’ weekly completion, which we define
(following the overall completion in other studies [13], applied to the week level) as
accomplishing 80% of learning activity in the following week during the entire course.
For example, we will predict students’ completion of the second week by using their
previous learning behaviours in the first week only. In addition, the model will predict
students’ completion of the fifth week by using their previous four weeks learning
pattern. [11] demonstrated that clickstream-based features are much more predictive for
drop out study. This paper will mainly use clickstream-based learning topics accessed for
prediction. Additionally, according to [1], participants’ learning patterns (linear learning
behaviour followed by instructed learning path or jumping learning behaviour opposite
the former) are an insightful feature for drop out prediction.We are the first to incorporate
the students’ learning patterns into our weekly drop out predictive model by reviewing
their previous behaviours.

3 Methodology

Future Learn is one of the youngest massive online learning platforms (since 2012),
and the European counterpart to USA’s Coursera, EdX, etc., which now supports 327
courses created by 83 partners and reached 3 million students by 2018 [7]. As it is a
newer platform, there are fewer studies performed on it. We fill this gap by selecting
courses delivered through it. This study analyses a massively large dataset of 29 runs
(Each course has run several times over years) of 7 multidisciplinary courses which falls
under four main categories: Computer Science, Literature, Business and Psychology.
The courses have been delivered through FutureLearn by two universities in the United
Kingdom (University of Warwick and Durham University) between 2013 and 2018.
The studied courses have a length of 4 to 10 weeks. The structure of these courses is
based on a weekly learning unit. Every learning week includes so-called’ steps’, which
cover images, videos, artic les and quizzes. Having joined a given course, learners can
access these steps and optionally mark them as completed or solved quizzes. These
steps also allow comments, replies and likes on these comments, from different users
enrolled within the course. Moreover, quizzes can be frequently attempted, until the
correct answer is obtained.

We use raw data and aggregate data, i.e., data composed from different raw data
sources. We use data for early prediction as well as for general descriptive analysis.
We employ data generated with various techniques: e.g., generated applying sentiment
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analysis on student information exchange, and to limit it somewhat for the current paper,
we have decided to perform a first aggregation step based on the weekly learning unit,
which is used as a synchronisation point in instructor led FutureLearn courses.

In total, we have obtained interactional educational data (not publicly available) for
251,662 students shown as below in Table 1. Enrolled refers to registered students and
accessed refers to students who have accessed the course at least once. It can be seen
from the data in Table 1 that about half of enrolled students in MOOC do not access
the course contents after the course has started. Each course has several runs as they are
popular and held for more than one term. ‘The Mind Is Flat’ is the largest course among
others in term of enrolled students, accessed students and number of runs see Table 1.

Table 1. Courses’ summary

Course Enrolled Accessed Run

Open Innovation in Business (OI) 6071 2798 3

Leading and Managing People-Centred Change (LMPCC) 10417 6575 3

Babies in Mind (BIM) 48771 26175 6

Big Data (BD) 33427 16272 3

Shakespeare (SHK) 63625 29432 5

Supply Chains (SUP) 5808 2912 2

The Mind is Flat (THM) 83543 39894 7

Total 251662 124058 29

Aswehave used amassive dataset for different courses,we have prepared the training
and testing sets based the last Run. For example, in the The Mind Is Flat course, we
extracted data from several runs (1–6), with students activities between 2013 to 2017,
to train our models, and to test the model, we used a new data set from a different Run
(Run 7) that contains students’ activities in 2018 - see Fig. 1 - which is similar to some
extent to transformer models [23].

Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7

Training set                                         Testing set

Fig. 1. The Mind Is Flat course

Moreover, we have incorporated students’ learning patterns, specifically jumping
behaviours, for now, into the weekly predictive model, by adding a new column that
presents number of jumping activates for each student in each week. To demonstrate the
effectiveness of jumping behaviours, we compared the performance ofweekly prediction
models with and without students’ jumping behaviours. In addition, we run the features’
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importance to identify the best indicators (features) to predict student dropout in each
week.

3.1 Sentiment Analysis

In this research, the power of Natural Language Processing (NLP) has been used to
analyse student comments and use them as features to predict their dropout activities. A
tool called Textblob1 has been employed, in order to classify students’ comments into
three categories: positive, neutral and negative. TextBlob is an NLP-oriented Python
library, which measures polarity and subjectivity of a textual dataset for certain tasks,
such as sentiment analysis, classification, part-of-speech tagging, extraction and more
complex text processing tasks [20].

3.2 Weekly Prediction

Although a considerable amount of literature has been published on the prediction of
MOOC dropout rates, there is no formal definition of student dropout [22]. Researchers
in the domain have been using a variety of definitions. In this current research, we
have prepared the dataset based on the weekly prediction technique, to determine at-
risk students at an early stage. It is believed that predicting at-risk students from their
previous weeks’ activities may improve themodel prediction performance. Therefore, in
this study, we have implemented seven predictive models, to provide early intervention
for learners at-risk in the following week. Each week, we predict the students who do not
access 80% of the topics in the coming week, by using previous week/weeks activities
as input for our model. The results are generated by seven chosen ML algorithms. We
compared our weekly prediction method (see Eq. 1) with the more traditional method
of predicting students’ dropout from the whole course (the students who do not access
80% of the whole course, see Eq. 2).

(1)

(2)

Although, about 3–15%of participants complete their courses inMOOC [5], dropout
is a gradual process.We are interested in analysing and predicting thoseweekly dropouts.
Figure 2 presents the number ofweekly dropouts over time. Clearly, participants aremost
likely to drop out in the first few weeks. Therefore, identifying those early dropouts is
important for prediction.Moreover, using the jumping behaviour feature, we can capture
those early dropouts and thus improve the accuracy.

3.3 Proposed Machine Learning Model

We present an overview of the proposed model to predict students’ future activities,
such as next week dropout. The first phase is to clean the datasets, by removing the blank

1 https://textblob.readthedocs.io/en/dev/.

https://textblob.readthedocs.io/en/dev/
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a) BD b) SHK c) SUP

f) TMF e) LMPCC f) OI

Fig. 2. Remaining students over time in different courses (a–f)

values and missing data. Still, the literature has reported that class imbalance can affect
ML algorithms’ performance. Due to the massive different completers’ ratio to non-
completers in our dataset, we set the class weight [5, 28] to the inverse of the frequency
of different classes. In terms of best performing learning algorithms, the use of random
forest (RF) (e.g., [15, 29–31]) has appeared in the literature among the most frequently
used approaches for the student classification tasks. Additionally, Ensemble Methods,
such as boosting, error-correcting have been shown to often perform better than single
classifiers, such as SVM, KNN and Logistic Regression [28, 32]. In addition, KNN is
an instance-based method, whilst logistic regression is a functional model.

To build our model, we employed several competing ML ensembles methods, as
follows: Random Forest (RF) [3], Gradient BoostingMachine (Gradient Boosting), [33]
Adaptive Boosting (AdaBoost) [34] and XGBoost [32] to proceed with exploratory
analysis. Ensembles refers to those learning algorithms that fit a model via combining
several simpler models and converting weak learners into strong ones [26]. In cases of
binary classification (like ours), Gradient Boosting uses a single regression tree to fit on
the negative gradient of the binomial deviance loss function [24]. XGBoost, a library for
Gradient Boosting, contains a scalable tree boosting algorithm, which is widely used for
structured or tabular data, to solve complex classification tasks [32]. AdaBoost is another
method, performing iterations using a base algorithm.At each interaction,AdaBoost uses
higher weights for samples misclassified, so that this algorithm focuses more on difficult
cases [34]. Random Forest is a method that uses a number of decision trees constructed
via bootstraping resampling and then applying majority voting or averaging to perform
the estimation [3].

The current study used a balanced accuracy score (BA) to evaluate the performance
of the models; this metric is widely used to calculate accuracy for imbalanced datasets,
by preventing the majority of negative samples from biasing the result [9]. Moreover,
we used the McNemar’s [35] test to measure the significance of any improvement in the
models after considering student jumping behaviours. Significance levels were set at the
5% level (P ≤ 0.05).
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4 Results and Discussion

This section shows the performance results generated by our seven chosen ML algo-
rithms: Random Forest (RF), Adaboost Classifier (AdaB), XGBoost (XG), Gradient-
Boosting (GBoost), k-nearest neighbour (KNN), Logistic Regression (LR), and extra-
Trees Classifier. We examine students’ learning pattern, accessing time and registration
date as mentioned before, for the coming week dropout prediction. Figure 3 shows that
participants are more likely to complete the weekly learning activities at the beginning
and dropout as time has passed. Around 7500 students have completed the first week in
Big Data course. In contrast, only 2223 completed week 5. Therefore, weekly prediction
is a reasonable approach to determine at-risk students at an early stage.

Fig. 3. Number of completers students in each week (Big Data course)

4.1 Weekly Prediction

Table 2 shows the performances of models for courses, evaluated by Balanced Accuracy
score, a commonly usedmetric for binary classification of unbalanced dataset. In general,
the most robust model is Random Forest (RF), as it outperforms in four courses: ‘Supply
Chain’, ‘The Mind is Flat’, ‘Big Data’, and ‘Babies in Mind’. Table 2 also shows the
performance of several predictive models for both CP (whole course dropout, which
means if the learner did not access 80% of the topics in the whole course) and WP
(weekly dropout prediction which means if the learner did not access 80% of the topics
in the next week). The input data was extracted from the first week of each course. The
two results show that all seven models performed better with weekly predictions using
the same number of previous weeks’ data and achieved higher accuracy.

The prediction accuracy differences between weekly dropout prediction and the
whole course dropout prediction are highlighted in Table 2. The results show clearly
how the method of weekly prediction has contributed in terms of accuracy for dropout
prediction from early stage (wee k 1). Figure 4 shows the most robust prediction models
of weekly drop out and drop out of the whole course.
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Table 2. Results (balanced accuracy score (BA)) for predictionmodels inweek 1 for both “weekly
dropout prediction” and “dropout from the whole course”

Testing Balanced Accuracy score (BA)

AdaB ExTrees GBoost KNN LR RF XG

BIM CP 50.00% 72.50% 58.13% 59.39% 78.22% 80.32% 54.78%

WP 84.48% 79.07% 67.48% 69.50% 82.52% 83.05% 73.59%

BD CP 50.00% 78.97% 53.77% 51.47% 86.77% 87.28% 51.44%

WP 91.98% 90.76% 89.31% 89.39% 92.05% 92.03% 91.84%

SHK CP 50.00% 69.17% 60.47% 61.42% 80.01% 81.02% 59.65%

WP 87.15% 85.90% 81.90% 82.79% 84.07% 87.23% 86.97%

SUP CP 50.00% 78.61% 67.69% 65.47% 88.53% 86.59% 61.85%

WP 93.28% 90.26% 84.50% 81.33% 92.09% 91.45% 91.27%

TMF CP 50.00% 74.31% 57.03% 58.77% 85.58% 86.77% 53.98%

WP 91.27% 90.27% 84.77% 81.72% 90.07% 91.43% 90.66%

IMPCC CP 89.12% 86.34% 78.39% 80.24% 88.12% 86.86% 84.08%

WP 90.63% 88.98% 84.48% 85.11% 90.12% 88.40% 90.14%

OI CP 90.67% 81.16% 77.50% 71.18% 83.00% 84.07% 78.87%

WP 91.41% 87.21% 77.78% 74.75% 81.99% 85.02% 86.53%

80%
82%
84%
86%
88%
90%
92%
94%
96%
98%

100%

Week 1 Week 2 Week 3 Week 4 Week 5

RF ExTrees LR LR ExTrees

LR ExTrees ExTrees LR AdaB

Whole course dropout
predic�on (CP)
Weekly dropout
predic�on (WP)

Fig. 4. Big data: weekly prediction vs entire course prediction per week with the best performing
model

Weekly dropout prediction and the whole course dropout prediction are highlighted
in Table 2 and Fig. 4. It has been shown how the method of weekly prediction has
contributed to the increase in the accuracy of dropout detection from early stage.
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4.2 Weekly Prediction with Jumping Activities

We have verified the improved performance of prediction after considering learners’
jumping behaviour in four courses. For example, after incorporating the jumping learning
pattern as a new feature to the dataset, accuracy rises by nearly 4% - from86.9% to 91.3%
in the XGBoost models in the Shakespeare course. In the Big Data course, the accuracy
improves by nearly 3.3%, to 94% for the ExtraTrees Classifier. This weekly dropout
prediction improvement is even more generalised in the Open Innovation in Business
course,where all sevenmodels implemented aremore insightful and the highest accuracy
is 94.95%, after considering the jumping learning behaviours. In addition, Table 3 shows
that these results were statistically significant betweenWP andWPWJ (p value ≤ 0.05).
Based on this analysis, module instructors could implement early interventions, judged
on a weekly basis, to improve students’ engagement at risk for the upcoming week
dropout.

Table 3. Results (BA) of prediction models in week 1 for both weekly dropout prediction (WP)
and weekly dropout prediction with jumping activities (WPWJ)

Figure 5 shows the Feature importance [26] in Random Forests (our most robust
model for this cohort) for the Big Data course. TheNumber of Jumping activities feature
is ranked as number one in terms of the importance in predicting students’ dropout.
However, Fig. 5 also shows that the Number of accesses feature is the second most
important one.
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Fig. 5. Importance of predictive features

5 Conclusion

This study implements seven predictive models to provide information to enable early
interventions for learners at-risk of dropout in the followingweek fromMOOCs.To solve
the imbalance dataset problem characteristic for MOOCs (in that successful, completing
learners are usually much fewer than non-completers), we set the class weight to the
inverse of the frequency of different classes. By reviewing students’ learning patterns,
particularly jumping learning behaviours and previous total course accessing activi-
ties, we propose robust machine learning algorithms to build predictive models across
seven courses accessed by 251,662 students from 2013 to 2018. Our best model’s accu-
racy (AdaBoost) for the next week dropout learner’s detection ranges from 91.41%%
to 94.95% in the Open Innovation in Business course, after considering participants’
jumping behaviours which could be utilised to personalise and prioritise assistance at-
risk learners. Researchers can further addmore learners’ features (i.e., educational back-
ground, age, gender, nationality) to examine further improvements in prediction accuracy
in a broad educational context. Additionally, researchers may also deploy the state of
art language modelling like Bidirectional Encoder Representations from Transformers
(BERT) and XLNet for natural language processing task (Yang et al. 2019) for comment
analysis and sentiment analysis in MOOC prediction. Future studies can also explore
knowledge representation learning methods based on students’ knowledge background.
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Abstract. In this workshop position paper, we identify the importance of a pro-
posed system to monitor and assess diabetic students using Internet of Things
(IoT) technology and a decision support system. We survey the current studies on
the application of IoT in the Saudi Arabian educational system and related work.
The model of Unified Theory of Acceptance and Use of Technology will be used
to specify the critical factors that affect the use of the system for diabetic students
in Saudi Arabian high schools. Finally, our research is at the beginning phase, so
future work will identify the academic issues of the diabetic students and factors
that affect the system usage by using a mixed method approach. In addition, the
proposed decision tree algorithm will be implemented and evaluated.

Keywords: UTAUT · Internet of Things · Decision support system · High
schools · Diabetic students · Technology Acceptance

1 Introduction

Schools find it challenging to use the Internet of Things (IoT), which has the potential
to dramatically change learning, teaching, and monitoring. The learning, management,
and relationship processes between all those involved in education may benefit from
the IoT, because the associated physical devices ensure that people are connected and
active. Recently, the importance of IoT has been explicitly reported in the medical field,
but implementing IoT in education, unlike in other fields, is extremely challenging.
The IoT should ensure the creation of an environment that supports the acquisition
of knowledge in a natural, novel, and effective manner such that it is consistent with
learners’ expectations.

The importance of a system formonitoring and assessing diabetic students is evident,
since in Saudi Arabia many critical issues could be faced by diabetic students and
teachers. First, students could experience severe health situations during their school day,
such as fainting caused by diabetes [7]. Furthermore, in Saudi Arabian schools, teachers
have faced dealing with such problems and assessing these students. Therefore, it will be
a great achievement if, using IoT technology, they can be alerted to read abnormal vital
signs using a decision support system prior to the occurrence of a situation that causes
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hyperglycemia or hypoglycemia. Second, diabetic students experience difficulties in
learning and demonstrating academic achievements more than non-diabetic learners [3].
They have problems with academic performance, participate less in social and dynamic
activities, and are often less independent than non-diabetic students [6]. Another factor
that can affect students’ academic performance is irregular attendance. According to
Holmes et al. [5], diabetic students demonstrate lower academic performance because
they miss more days of school than their healthy peers.

Students’ assessments traditionally depend on tests, assignments, and activity scores,
and based on these scores, we measure their educational improvement; however, other
factors, specifically for students with chronic diseases such as diabetes, are seldom
considered.

Owing to the aforementioned issues and the lack of previous studies that address the
issues of diabetic learners in classrooms, it would be more helpful if teachers and admin-
istration offices would be notified prior to the occurrence of crises such as hypoglycemia
and hyperglycemia.

The proposed system is a new innovative smart environment tomonitor and assess the
achievements of diabetic students in Saudi Arabian schools. The targeted participants are
teachers, administrators, and students with diabetes, the proposed system comprises IoT
sensors to collect students’ vital signs and all relevant information (concerning diabetes),
to be wearable by a student either inside or outside the classroom. We will create an AI
model, and we initially propose a decision tree (DT) algorithm because it is suitable for
multiple decisions based on different situations. In the true negative case, the systemwill
neglect these readings, but they will be saved for the future use and analysis. In terms of
the false positive or false negative case, according to the precision percentage, an alert
will be sent to users to check a student with a different color which indicates that there
is a doubt. In the true positive case, an alert will be sent to teachers, healthcare providers
in a school, and an administration office. The decision support system will enhance the
assessment process by allowing teachers to visualize the students’ attendance and scores.

2 Current Research on the Internet of Things in the Saudi Arabian
Educational System and Related International Work

No previous study has been found that utilized IoT technology and sensors for diabetic
students in the Saudi Arabian education system. Abed et al. [2] provided a study to
examine the user acceptance toward IoT technology in Saudi Arabian universities and
educational institutions using the Technology Acceptance Model (TAM). In addition, it
demonstrated some of the practicalities of this technology and determined its potential
for transition to IoT technology in the Saudi Arabian educational environments. This
type of research targets helping and promoting Saudi Arabian educational institutions
to utilize this technology. Using IoT at a university will assist teachers and students
to improve communication, enhance the learning process, develop student experiences,
and even save money (because IoT reduces the overuse of water and conditioning). The
use of IoT technology on campus will improve classroom and campus environments,
monitor safety and student health, and enhance student engagements.
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Regarding the ease of use and the perceived usefulness, the researchers conclude
that there is a strong consensus among the individuals on the future of the Internet in
Saudi Arabia, and of the IoT in particular.

Owing to the lack of applications for ensuring the students’ safety on school buses,
Abbas et al. [1] proposed a safety sensor and tracking system for school buses in Saudi
Arabia by utilizingGPS and passive infrared (PIR) sensors. The system allows the school
to supervise the bus drivers and to follow up with the records of students’ attendance.
Furthermore, the efficient operation of the sensor and issuing of accurate alerts in the
mobile application enables drivers to keep track of the students still in the bus. A total of
150 people used this system, and it was observed when evaluating the school bus safety
tracking and sensor system that 65% of the users were satisfied.

Facchinetti et al. showed the importance of Continuous Glucose Monitoring (CGM)
sensors in their application and how the real-time algorithms improve CGM sensors
through decreasing the uncertainty and inexactitude and enhancing their ability to warn
about decreasing or increasing blood glucose levels [4]. The smart CGM sensor includes
a commercial CGM sensor that incorporates three real-time software units for noise
reduction, improvement, and prediction, that was implemented on glucose control for
the Dexcom SEVEN Plus monitor. They evaluated the execution of the CGM from data
gathered at 2 experimentswith 12 type 1 diabetic patients in each one. The results showed
that the noise reduction unit improves the efficiency of the CGM series by an average
of approximately 57%, the optimization module minimizes the absolute proportional
difference from 15.1 to 10.3%, which raises the value pairs in the Clark error grid region
A by 12.6%, and it could predict hyperglycemia and hypoglycemia events 14min earlier.

3 The Unified Theory of Acceptance and Use of Technology Model
(UTAUT)

The critical factors that affect the use of the system for diabetic students are based on
a well-established theory of acceptance and use of technology, the Unified Theory of
Acceptance and Use of Technology Model (UTAUT). The UTAUT model includes a
total of four key constructs defined by [8] as follows.

• Performance expectancy (PE) is the level of individuals believing that using the system
will benefit them in their job performances. It has a significant impact on adopting
the use of the IoT and sensor based support systems. If users perceive that using the
systems can improve their job performance, they are likely to be motivated to use the
systems.

• Effort expectancy (EE) is the level of ease associated with the use of the system.
Designing an easy to use systemwhich meets users’ requirements is likely to motivate
using the system.

• Social influence (SI) is the level of individuals perceiving that important others believe
they should use the new system. It is also described as the degree of social pressure
from others to use the new system.

• Facilitating conditions (FC) represent the level of an individual believing that an
organizational and technical infrastructure exists to support the use of the system, i.e.,
to what extent is the infrastructure available.
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Fig. 1. Theoretical model

4 Future Work

4.1 Research Design

The research design is based on mixed methods comprising quantitative and qualitative
research methods. The quantitative study will explore the diversity of specific behaviors
or perceptions of adoption by diabetic students to assist in the educational process, by
teachers, administration staff, and parents of diabetic children. In addition, it will explore
the academic issues of diabetic students. In terms of the qualitative study, it will explore
the perception of adoption of the system and the cognitive functioning issues from the
viewpoint of diabetes specialists. This research is at the early stage, the proposed decision
tree algorithm will be implemented and evaluated later.

5 Conclusion

The importance of the proposed system for monitoring and assessing diabetic learners
was discussed, and examples of education related research on the IoT in Saudi Arabia
and related work were presented. The UTAUT model will be used to investigate users’
perception of the system adoption. Future work will involve the use of mixed-research
methods to further develop and evaluate the system.
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Abstract. Massive Open Online Courses (MOOCs) have become uni-
versal learning resources, and the COVID-19 pandemic is rendering these
platforms even more necessary. These platforms also bring incredible
diversity of learners in terms of their traits. A research area called Author
Profiling (AP in general; here, Learner Profiling (LP)), is to identify such
traits about learners, which is vital in MOOCs for, e.g., preventing pla-
giarism, or eligibility for course certification. Identifying a learner’s trait
in a MOOC is notoriously hard to do from textual content alone. We
argue that to predict a learner’s academic level, we need to also be using
other features stemming from MOOC platforms, such as derived from
learners’ actions on the platform. In this study, we specifically examine
time stamps, quizzes, and discussions. Our novel approach for the task
achieves a high accuracy (90% in average) even with a simple shallow
classifier, irrespective of data size, outperforming the state of the art.

Keywords: Learner Profiling · MOOC metadata · Data size ·
Decision trees

1 Introduction and Related Works

MOOCs attract tremendous numbers of users, due to their free cost, creating a
rich diversity of user demographics - like age, gender, education level, etc. How-
ever, many face-to-face courses suddenly stopped during the current pandemic of
COVID-19 [25], so the majority of new MOOC users this year are those who are
trying to find replacements for their suspended classes [23] - making MOOCs an
optimal alternative, as they offer classes from the world’s top institutions [22].
According to a recent statistical report [23], enrollments at Coursera, a USA
MOOC provider, have increased by 640% just between mid-March to mid-April
2020 (10.3 million in 30 d), compared with the same interval in 2019. Another
example in the UK is FutureLearn, which has now 13.5 million users [10]. Due
to these statistics, having personalised recommendations when delivering these
courses to learners, based here on their demographics, becomes vital. Moreover,
Learner Profiling (LP) is not only required during the current pandemic, but
at all times, since demographic information is in demand for many types of
c© Springer Nature Switzerland AG 2021
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MOOC research. Although MOOC providers ask users to specify their demo-
graphic information during enrollment, the majority of users seem unaware of
its value to their learning, and only about 10% fill it in [3]. The main motiva-
tion for this study is to offer thus an automatic method for MOOC researchers
to extract users’ demographics without relying on these, often incomplete, sur-
veys. Specifically, a majority of users who benefit from MOOCs are education
seekers. According to a Chinese study [27], investigating reasons behind student
motivations in learning in MOOCs, 55% of the participants find MOOCs more
interesting for receiving knowledge, 61% of the participants noticed that the
repeatability of courses in MOOCs helps them understanding courses’ content
even deeper, 28% of the participants benefit from MOOC discussion forums for
sharing knowledge, 27% of participants prefer MOOCs over other traditional
modes of teaching, and 19% of the participants mentioned that the video lec-
tures motivated their enrollment. One of the advantages of MOOCs is providing
college credits, via a certificate. The first attempts started in October 2013,
when a contract has been entered between Antioch University and Coursera, to
license several of the University courses on the Coursera platform, as credits for
part of a Bachelor’s degree program. Also, in the same year, a course offered
as a MOOC, “Innovation and Design Thinking”, by the University of Cincin-
nati, was announced to provide credit for all students on Master’s degree tracks
[14]. The current pandemic promotes the demand for the online education in the
future, as it breaks any spatial or temporal limitations. However, many obvious
challenges appear in these platforms. Checking for plagiarism or authorship are
some ways that increase trust in online education accrediting. Thus, our study
is a step toward achieving such trust in MOOCs.

Natural Languages Processing (NLP) provides an approach for predicting
user characteristics, called Author Profiling (AP). AP is data-driven computa-
tional linguistics that attempts to extract a user’s attributes automatically, and
is well-known as a challenging task in the NLP area. AP needs deeper linguistic
analysis, typically with many training samples, because the hypothesis of AP
is to explore similar linguistic patterns amongst authors who share the same
demographics [5]. Moreover, works that have achieved state-of-the-art results
in AP usually utilise a large number of linguistic features [20]. This compli-
cates the AP task in practice. Also, online AP research in prior works mainly
focused on social networks, and targeted few characteristics such as, gender, age,
or native language [20]. Yet, other demographics, such as education level, and
some important domains, like education, have received less attention from the
online AP community [4,9]. In MOOCs, traditionally, 61% of the enrollments
are education seekers [26], and the education level is well-known to influence
learning in learning systems. As claimed by Kaati and his team [15], AP models
that were trained on a content of a particular domain significantly underper-
form when applied to another domain, which means that AP models primarily
rely on data used for training. What is more, content-based features usually
used hundreds or even thousands of features for classification; ranging from lex-
ical, semantical, to syntactical, and based on grammars, n-grams, frequencies,
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token levels, etc. This should be very effective when two objectives are met: enor-
mous text samples from a specific domain; and sufficient power of computational
resources. When this is not the case, we propose that AP tasks can be also solved
by other approaches, that is, by an in-depth examination of other potential fea-
tures and metadata available in a specific domain. Regarding the used classifiers
in the area, Support Vector Machines (SVM) are the most used for training
textual features. Although deep learning models became state-of-art in the NLP
field, especially the new generation of deep learning called Transformers, shal-
low classifiers have outperformed deep learning classifiers like the Bidirectional
Encoder Representations from Transformers (BERT), or Long Short-Term Mem-
ory (LSTM), accordingly to recent AP studies [19]. Based on results obtained
from an AP competition on predicting the gender of authors from their written
texts, the best proposed technique was combining character n-grams, word n-
grams, and function words, then trained them via an SVM classifier [19]. In this
study, we address the learner profiling (LP) task, namely, predicting learners’
level of education in MOOCs. The main contributions of this study are: i) we are
the first to predict the educational status in MOOCs using NLP/ML approaches;
ii) we investigate available MOOC metadata comprehensively for the task; iii)
this is the first time the AP approach is linked with MOOC domain-related data,
not only based on NLP features; iv) in spite of the simplicity of the applied fea-
tures, we obtain a high accuracy regardless of data size, even with inexpensive
classifiers.

2 Data Set

We have collected a large scale dataset [1,2] from FutureLearn, extracted from
4 courses delivered by the University of Warwick from 2013 to 2015. These
courses bring together different topic domains (Computer Science, Psychology,
Literature). Each course has been offered multiple times (called ‘runs’), with 21
runs in total, and are of different durations, as follows: Big Data (BG): three runs
and nine weeks duration each. Babies in Mind (BM): six runs and four weeks
duration each. The Mind is Flat (MF): seven runs and six weeks duration each.
Shakespeare (SH): four runs and ten weeks duration each. In each week, learners
learn a ‘learning unit’ that includes several tasks (called ‘steps’), which can be
a video, article, quiz, or discussion. The system generates a unique ID for each
learner, and also timestamps which are: time of enrollment, time of submission of
an answer, and time of accessing a step; The first time visiting a step (Visited),
and when learners press the “Mark as Completed” button (Completed). The
system also stores numerical and Boolean data related to learners’ responses to
different questions during a course. Learners in our data collection have accessed
2,794,578 steps. For our experiment, we have 12934 learners (who declared their
level of education) out of the total of learners in our data set (245,255 learners),
categorised as: Bachelor (B), Master (M), and Doctorate (D). We have collected
the metadata from enrollments, quizzes, steps, and comments. Thus, we obtained
very different data sizes, as there were different case scenarios of users’ activities.
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Table 1. Courses: BD, MB, MF, SH; levels: (B)achelor, (M)aster, (D)octor

Enrollments Quiz Time spent Comments

Course B M D B M D B M D B M D

BD 870 737 160 5250 4860 1576 544 458 117 2326 2052 526

BM 1561 932 156 10065 6522 971 980 653 98 4650 2300 298

MF 2237 1424 269 48761 31015 6668 1249 836 187 9232 5844 2717

SH 2503 1747 388 136919 93311 22547 1802 1328 312 21363 14997 5887

For example, some users watched videos but did not answer quizzes, some wrote
comments while others did not, and so on, see Table 1. However, we fixed this
issue by filling in missing data, as will be explain in Sect. 3.5. The size and
richness of this data arguably allows for generalisability of our study.

3 Methodology

3.1 Feature Extraction

We have, comprehensively, studied potential features that can be extracted from
our rich MOOC data, and can contribute to the level of education prediction.
This feature extraction process was based on three conditions:

1. Existence of Labels. Features should belong to learners who have declared
their education level. This is essential because our study is basically based on
supervised learning techniques.

2. Size of Feature’s Samples. Some metadata are available in our dataset,
but they do not meet the current condition. For example, the time at which
a comment was moderated for inappropriate or offensive content, is available
in our data; however, when we tried to extract it, we found that it reflected
upon only three learners; which is not adequate for the training process.

3. Relatedness. Some available metadata in our dataset has not been extracted,
such as question number or comment ID, since they obviously are not pre-
dictors for our task.

As a result, our extracted features can be classified into four categories:

– Enrollment Features. We extracted date of enrollment for each learner
(enrolled-at [timestamp] – when the learner enrolled).

– Quiz Features. We extracted date of submitting answers (submitted-at
[timestamp]), responses data (which is the answer number selected, reflecting
their ordered position [numerical]), and correctness data (for the correctness
of the responses [true or false]).

– Time Spent Features. We extracted two types of dates related to steps:
first visited-at (when the step was first viewed by the user[timestamp]),
and last-completed-at (when the step was last marked as complete by the
user[timestamp]).
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– Comment Features. We extracted comments written by a learner ([text]),
date of post comments ([timestamp]), and number of likes attributed to each
comment.

3.2 Feature Engineering

All the extracted features are in raw format, so we normalised these features
before feeding them into machine learning models. For example, we removed
URLs, since URLs have a standard structure that is not influenced by a user’s
writing style. Also, we dropped any duplicated comments and kept only the first
comments (the original comment written by a learner). This was because we have
found some learners copy and paste other learners’ comments, which meant that
these copied comments were not written in their own personal writing style. In
addition, we applied simple and advanced NLP techniques to the comments to
convert them into textual representations that are commonly utilised for AP. All
features have been converted to numerical forms, as follows:

1. Temporal Features (5 Feature Sets):
i Hour : value of time hour within a day (values between 0 to 23).
ii Month: value of that month within a year (values between 1 to 12).
iii Week Day : value of that day within a week (values between 1 to 7).
iv Month Day : value of that day within a month (values between 1 to 31).
v Year Day : value of that day within a year (values between 1 to 365).

See Table 2 for temporal features symbols.
2. Simple Textual Features (9 Feature Sets):

i Character Count : Total number of characters in a comment.
ii Word Count : Total number of words in a comment.
iii Word Density : Average length of words in a comment.
iv Sentence Count : Total number of sentences in a complete comment.
v Sentence Density : Average length of a sentences in a complete comment.
vi Punctuation Count : Total number of punctuation marks in a comment.
vii Upper Case Count : Total number of upper count words in a comment.
viii Title Word Count : Total number of proper case (title) words in a com-

ment.
ix Stopword Count : Total number of stop words.

3. Advanced NLP Features (2 Feature Sets):
The advanced NLP features are extracted by pythonic NLP libraries:

– Part of Speech(POS): To extract the part of speech tags [24], we used the
standard Textblob library. Then, we have calculated the total number
of nouns, verbs, adjectives, adverbs, and pronouns in each comment. See
Table 2 for Tag symbols.

– Sentiment Analysis(SA): To extract the SA polarity [18], we used the
standard NLTK which assigns three polarities: positive (1), negative (–
1), and neutral(0).
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4. Time Spent Feature:
This is computed via the difference between the time when the a learner has
fully completed the step (C), and the first time that learner visited that step
(V), in seconds:

TimeSpent = C − V (1)

Table 2. Description of POS and temporal features symbols in our study

Name Symbol

Hour hour[enrolment(e hour), quiz(q hour), comment(c hour)]

Month month[enrolment(e month), quiz(q month), comment(c month)]

Week day week day[enrolment(e week day), quiz(q week day), comment(c week day)]

Month day month day[enrolment(e month day), quiz(q month day), comment(c month day)]

Year day year day[enrolment(e year day), quiz(q year day), comment(c year day)]

Noun noun count[‘NN’,‘NNS’, ‘NNP’,‘NPS’]

Verb verb count[‘VB’,‘VBD’,‘VBG’,‘VBN’,‘VBP’,‘VBZ’]

Adjective adj count[‘JJ’,‘JJR’,‘JJS’]

Adverb adv count[‘RB’,‘RBR’,‘RBS’,‘WRB’]

Pronoun pron count[‘PRP’,‘PRP$’,‘WP’,‘WP$’]

3.3 Models

One of our study objectives is to consider less expensive computational classifiers
rather than expensive and complex models like deep learning algorithms. This is
practically possible since our approach has included a feature engineering step.
We have trained our labeled examples on many different supervised shallow
learning algorithms. We have employed models that have been commonly used
in the AP area: Support Vector Machine, Näıve Bayes, Decision Trees, Random
Forests, Logistic Regression, Multilayer Perceptron, and K-Nearest Neighbors
[4]. We are presenting in this paper only results of the top performing model,
which is the Decision Trees model, particularly, the Extra Trees (ET) Classifier;
a decision tree-based classifier that learns in an ensemble way, which is standing
for Extremely Randomised Trees. This algorithm is fundamentally an ensemble
of decision trees, similar to other DT-based models, such as the random forest.
However, ET is built by more unpruned decision trees, more than random forest,
and the prediction is based on majority voting if the task is a classification [11].
The advantage of this algorithm is it fits every single decision tree to the whole
training dataset, inside of a bootstrap sample of the training dataset, which is
the case in the random forest. This creates more robust and better generalisation
performance [11]. The maximum size of tree depth in ET, by default, is none,
which means trees keeping expanding till all nodes are pure - see ET Algorithm 1.

3.4 Baseline Models

For comparison purpose, we employed three baseline models that are commonly
used for text classification tasks (texts are comments of learners), which are:
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Algorithm 1: Extremely Randomised Trees Algorithm Procedure
1 begin
2 Split a node(S):
3 - inputs are the local learning subset (S) corresponding to the node we want to split
4 - output: a split [a < ac] or nothing; (a= attribute)
5 if Stop split(S) is False, then
6 -Select K attributes: a1, ..., aK among all non constant (in S) candidate attributes
7 -Draw K splits s1, ..., sK , where si = Pick a random split(S, ai), ∀i = 1,..., K
8 -Return a split s� such that Score(s�, S) = maxi=1,...,K Score(si, S)
9 else

10 return nothing
11 end

12 end
13 begin
14 Pick a random split(S,a)
15 - Inputs: a subset S and an attribute a
16 - Output: a split.

17 -Let aS
max and aS

min denote the maximal and minimal value of a in S;

18 -Draw a random cut-point ac uniformly in [ aS
min , aS

max]
19 - Return the split [a < ac]
20 begin
21 Stop split(S):
22 - Inputs: a subset S
23 - Output: a boolean
24 if |S| < nmin, then
25 return TRUE;
26 if all attributes are constant in S: then
27 return TRUE;
28 end
29 if the output is constant in S: then
30 return TRUE;
31 end
32 else
33 return FALSE
34 end

35 end

36 end

37 end

38 end

– Term Frequency-Inverse Document Frequency (TF-IDF): Simple and
old-fashioned, but also NLP state-of-the-art. It is a lexically-dependent, but
semantically independent technique. For our study, we applied both character
n-grams (n = 3,6) and word n-grams (n = 1,2), which are the best performing
n-grams settings employed for AP in the PAN evaluation campaign [6]. The
next equation explains a standard TF-IDF technique mathematically:

TF -IDF (t, d,D) = TF (t, d) × IDF (t,D) (2)

Where t is terms in a comment; d a comment; and D a collection of comments.
– Word2vec: First neural network-based modeling approach in NLP [17],

which is a semantics-dependent, but context-independent embedding. We
used the skip-gram-600 model (one of the word2vec algorithms), which has
two layers of shallow neural networks. It consists of average word vectors, that
are built based on training on a corpus of 50-million tweets [12]. In the skip-
gram model, the conditional probability P is calculated for context words wo
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and for a central (target) word wc, by a softmax operation on the vector v
inner product.

– Bidirectional Encoder Representations from Transformers (BERT):
A transformer model, which is the cutting edge language model in NLP nowa-
days. It is a context-dependent embedding. BERT is a complex neural network
architecture, and its large version includes: 24 layers, 1024 hidden states, 16
heads, 340M parameters [8].

3.5 Data Normalisation

After merging the features for each learner, we noticed some missing values,
because not all learners have done all activities in each step. So, by using a mod-
ule from Scikit-Learn (SimpleImputer [21]), we filled the missed values by adding
the average value of each feature. This step is important for creating vectors with
fixed lengths for machine learning classifiers. Also, our data are not in balance,
so we balanced them via the popular Synthetic Minority Oversampling Tech-
nique (SMOTE) [7]. Next, we split our data set into training (80%), and testing
(20%). We further shuffled and stratified for better learning performance [16].
Finally, we examined the extracted features individually, and as combinations.
Figure 1 represents the general workflow of our experiments, visually.

Fig. 1. General workflow of our level of education prediction approach in MOOC
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4 Results and Discussion

Firstly, we applied the baseline models to predict the level of education of learners
only based on comments (traditional way of solving NLP tasks, in general).
We found that using comments alone, based on these models, did not provide
satisfactory results. This could be because comments in our data were dominated
by course context, which is more representative of courses rather than learners.
This may have affected the performance of these NLP state-of-the-art algorithms
in our study. BERT’s performance in classifying the learners was the lowest.
Word2vec performed better than BERT and TF-IDF at character-level, but
similar to TF-IDF at word-level. Next, we examined the extracted features in
terms of their performance. Despite the simplicity of textual representations
that we applied in our experiments, they performed significantly better than the
text representations via BERT, TF-IDF, or Word2vec. This supports our initial
assumption that using simple and basic textual features could solve our research
problem.

Table 3. Overall accuracy per feature category and course, in addition to baseline
models

Approach BD BM MF SH Average

TF-IDF (char) 0.75 0.78 0.62 0.68 0.71

TF-IDF (word) 0.80 0.84 0.75 0.66 0.76

Word2vec 0.76 0.83 0.75 0.68 0.76

BERT 0.76 0.87 0.80 0.81 0.81

Enrollment + ET 0.67 0.78 0.74 0.68 0.72

Comment + ET 0.85 0.94 0.90 0.88 0.89

Quiz + ET 0.84 0.89 0.84 0.72 0.83

Time Spent + ET 0.82 0.85 0.87 0.84 0.85

Time Spent + Comment + ET 0.87 0.91 0.84 0.97 0.90

Furthermore, we found that MOOC metadata also outperforms baseline mod-
els, except for enrollment features. Time-spent features, as well as comment
features both achieved highest accuracies, thus we combined them, and this
combination obtained the best accuracy compared to all models and settings
in our experiments. With respect to machine learning models, the Extra Trees
(ET) achieved highest performance for all of our experimental settings, so we are
discussing in this paper only results obtained by the ET classifier - see Table 3,
which reports ET overall accuracy per course and per feature category. These
results are validated by using 10-fold Cross-Validation (CV), which is well known
to be used for avoiding the over-fitting issue [13]. In each iteration (k), a single
accuracy is estimated, then all accuracies are averaged to get the final accuracy
(A). 10-Fold CV is given by the following formula (k-Fold CV accuracy; k = 10):
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Accuracy =
1
k

∑k
i=1Ai (3)

Finally, we evaluated the best obtained results, after combining time spent and
textual features, comprehensively and realistically. So, we applied three popular
performance measurements: F1-score, precision, and recall. This is an important
evaluation step, since our data is not balanced, and it is necessary to not only
consider overall accuracy results, which could be strongly biased. We reported
results of these three evaluation measurements per category, allowing clear expo-
sure of minority classes, see Table 4).

Table 4. Detailed results (F1, precision, and recall) per course/class, and based on
time spent and comment combined features

Course Acc. Precision Recall F1-score

B M D B M D B M D

BD 0.87 0.86 0.87 0.90 0.91 0.86 0.76 0.89 0.87 0.82

BM 0.91 0.91 0.91 0.91 0.95 0.87 0.79 0.93 0.89 0.84

MF 0.84 0.85 0.87 0.72 0.91 0.76 0.76 0.88 0.81 0.74

SH 0.97 0.97 0.96 0.98 0.97 0.96 0.95 0.97 0.96 0.96

Average 0.8975 0.8975 0.9025 0.8775 0.935 0.8625 0.815 0.9175 0.8825 0.84

5 Conclusion

We solve our Learner Profiling (LP) text classification problem, even though pre-
sented in a domain with weak textual representation about authors (MOOCs),
with very simple metadata available in the domain. Our new proposed LP model
doesn’t only obtain high performance, but also shows that this task can be per-
formed via inexpensive computational algorithms, regardless of data size. Our
results demonstrate that the selected features are so representative that they
work well even with extremely unbalanced data. We also show that using state
of the art NLP models is not supportive enough for what is supposed to be
mainly a text classification task, due to the domain conditions. For future work,
we plan to experiment with other traits of LP in MOOCs, due to the specific
domain-related challenges it poses.
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Abstract. Recently, the growing number of learners in Massive Open Online
Course (MOOC) environments generate a vast amount of online comments via
social interactions, general discussions, expressing feelings or asking for help.
Concomitantly, learner dropout, at any time during MOOC courses, is very high,
whilst the number of learners completing (completers) is low. Urgent intervention
and attention may alleviate this problem. Analysing and mining learner comments
is a fundamental step towards understanding their need for intervention from
instructors. Here, we explore a dataset from a FutureLearn MOOC course. We
find that (1) learners who write many comments that need urgent intervention
tend to write many comments, in general. (2) The motivation to access more steps
(i.e., learning resources) is higher in learners without many comments needing
intervention, than that of learners needing intervention. (3) Learners who have
manycomments that need intervention are less likely to complete the course (13%).
Therefore, we propose a new priority model for the urgency of intervention built
on learner histories – past urgency, sentiment analysis and step access.

Keywords: MOOCs · FutureLearn · Comments · Priority in intervention

1 Introduction

Today, with the successful development of MOOC environments, they are playing a
vital role in education. In an online world, learners can access knowledge and numerous
high-quality resources [1]. This attracts a large learner cohort with different abilities. At
the same time, the dropout rate is high enough to be a serious problem. There are many
reasons for dropping out, including learners’ need for instructor intervention [2].

MOOC platforms have an asynchronous discussion forum tool that provides a venue
for learners to communicate with others [3]. It is a crucial component and can be utilised
in different ways, involving social interaction, discussion, or as an essential part of
a teaching strategy [4]. Also, it is the main communication tool between learner and
instructor [5] for feedback, support, and encouragement [6].
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Instructors’ interventions are an essential teaching activity in MOOCs, to help learn-
ers [7]. However, due to the high ratio of learners-to-instructors, it is very hard to mon-
itor all learners’ comments. Thus, the problem of detecting urgent posts has stirred
researchers to solutions primarily framed towards a text classification problem [8–10].
However, such approaches did not consider the study of the learner’s behaviour.

We conjecture it as essential to understand learners’ behaviours before proposing
intervention. Hence, after analysing the distribution of comments that need interven-
tion, we additionally explore the relation between high-frequency commenters and their
behaviours, in terms of their access and completion rates.We define high-frequency (HF)
commenters as learners who have many comments that need intervention, and formulate
the following research questions:

RQ1: What is the behaviour of learners who need an urgent intervention?

• RQ1.1: Is there a relationship between the number of comments written by the learners
that need urgent intervention and the average number of comments?

• RQ1.2: Is there a relation between high-frequency (HF) commenters and their number
of steps accessed?

• RQ1.3: Is there a relation between HF commenter number and completion-rates?

RQ2: Can we design an effective intervention priority framework based on
behaviour?

2 Related Work

Before the era of MOOCs, researchers were already analysing the need of instructor
intervention in discussion forums in asynchronous virtual learning environments [11].
Recently, instructor intervention is one of the hot research directions for MOOCs [12].
The most common approaches focused on the use of text classification methods [8–10,
13]. Some were based only on Natural Language Processing (NLP), others involved
other features. They deployed different types of machine learning algorithms (shallow
and deep neural networks models). Other relevant attempts [14–16] predicted urgency
as one of three different tasks (confusion, sentiment and urgency), but they also involved
only text-based methods.

In [17], the instructor intervention problem in MOOC forums was tackled by using
the sequence of posts and combined features from these posts. They considered instructor
posts as intervention. Chandrasekaran et al. [18] proposed several studies on instructor
intervention in Coursera forums. For instance, [19] proposed a taxonomy of pedagog-
ical interventions for automated guidance to instructors. Moreover, [20] investigated
discourse relations and used PDTB (Penn Discourse Treebank) based features to predict
the need for instructor interventions. For position bias in intervention context [5] they
showed that there is a bias in instructor intervention. They improved intervention clas-
sifier performance when they removed bias from the training data. In [3] they studied
instructor intervention based on a deep learning model, and thread structure.

While these works provide solutions to the instructor’s intervention problem, learner
behaviours’ relation to urgent intervention need remains unstudied. Specifically, wewant
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to analyse howHF commenters behave onMOOC platforms. Themain idea in this paper
is enhancing intervention by prioritising it as an intelligent filtering system. This priority
is generated based on learner behaviour. To the best of our knowledge, the priority in
intervention shown in this paper has not been seen before in the literature.

3 Methodology

This section presents our dataset and methodologies.

3.1 Dataset

The raw corpus dataset we utilised was provided by the FutureLearn platform [21],
namely, the ‘Big Data’ course, Run 2. The course was conducted during 2016 on an over
9 weeks scale and, a.o., it contains English comments text. We then focus only on the
first half of the course (5 weeks), with its subset of 5790 comments. This is done as early
intervention on urgent comments is considered more appropriate than late intervention,
as most learners tend to drop out in the first stages of the course [22, 23].

Gold Standard Corpus Creation. The collected 5790 text comments were manually
labelled to assign urgency and they were annotated by domain experts. From these
experts, two are instructors at the Department of Computer Science at the University;
in addition, one is an author of this paper. We gave Agrawal et al. [24] instructions to
annotators, to manually classify comments onto the urgency scale (1–7), (1: no reason to
read the post – 7: extremely urgent: instructor definitely needs to reply). After completing
the annotations, we excluded (four) comments containing anything other than (1–7).
To validate these labels we used Krippendorff’s α’ [25]. However, we found that the
agreement between these annotators was very low. To alleviate this, we converted the
scale to binary (1 to 3 → 0, 4 to 7 → 1). Then, we applied a voting process between the
three annotators, resulting in a binary-class label as: 0 → Non-Urgent; 1 → Urgent.

As this is real data, possibly unsurprisingly, the resulting data is biased towards the
(Non-Urgent) class, with 883 comments as Urgent (15%) and the rest as Non-Urgent.

Dataset Statistics. The 5786 comments were created by 873 unique learners (com-
menters) in 5 weeks. Number of steps and comments per week appear in Table 1.

Figure 1 (left) illustrates the number of comments written over 5 weeks. This number
decreased gradually, dropping to 180 comments in the last week, from 2130 comments in
the first week (−99.9%). Every week has a different number of steps to complete. Thus,
we also represented the number of comments per steps (Fig. 1, right) on the temporal
axis. These numbers oscillatemore – showing some topics to triggermore comments than
others – although the overall numbers follow the downwards trend.

Who is, however, writing these comments? To inspect the distribution of the number
of, what we call, active learners (commenters) who wrote the comments every week and
step, we visualised them as shown in Fig. 2.

Next, we observed comments that need urgent intervention, to focus on their trend.
Hence, we visualised a line graph over the 5weeks, to explore how urgency changed over
time (Fig. 3, left). Overall, the first weeks had a higher percentage of comments needing
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Table 1. Statistics of the gold standard corpus.

Week # of steps
(week)

# of comments (week) # of active learners
(week)

Average comments per
learner (week)

1 11 2130 749 2.84

2 12 1600 419 3.81

3 15 1123 236 4.75

4 11 753 180 4.18

5 4 180 92 1.95

Fig. 1. The number of comments in every week (left) and in every step (right).

Fig. 2. Active learners (commenters) in every week (left) and in every step (right).
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intervention (Fig. 3, left), drawn from a higher number of comments (Fig. 1, left). The
fluctuation fromweek 4 to 5 is due to the drastic drop in overall comments.We also visu-
alised percentages of urgent comments for every step, (Fig. 3, right), which showed high
fluctuation. We further graphically compared results between Urgent and Non-Urgent
comments number across (weeks, steps) in Fig. 4 (left, right).

Fig. 3. The percentage of urgent comments for every week (left) and for every step (right).

Fig. 4. Comparing Urgent and Non-urgent comment numbers for every week (left) and every step
(right).

3.2 Exploring Urgency and Learner Behaviour

As an initial step, to understand learners’ behaviour in writing comments, we explored
the relationship between the number of comments written by the learners who need
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urgent intervention with the average number of comments. Then, to explore the effect of
urgency on learner behaviour, we explored the relationship between HF commenters and
their learning behaviour – here we simply compared it to the number of step accesses.
We defined a learner who needs urgent intervention (HF commenters) as per Eq. 1; let
n: number of comments, u(c): urgent comments and c: a comment.

HF Commenters =
∑∞

n=1 u(c)∑∞
n=1(c)

= 1 (1)

We calculated the average number of step access for each group (Non-Urgent) and HF
commenters (Urgent) to track how every group behaves on the platform.

Finally, we addressed completers with respect to their need of intervention. We
defined completers according to Eq. 2; where, total access steps: number of total access
per learner, total course steps: total number of steps in a course.

Completer = total access steps ≥ total course steps ∗ 0.80 (2)

We define completers as in Eq. 2 because, in spite of the large number of previous
studies, a formal definition of learners dropout is lacking [26]. Therefore, we went with
the definition in [23], we defined completers are learnerswhose number of steps accessed
is equal or higher than 80%.

3.3 Priority in Urgent Intervention

In this study we propose a new intervention framework designed to add prioritising
to urgent comments based on learners’ history, to assist instructors’ decision, optimise
their time and ability to adapt their intervention. We begin by supposing that, when
the instructor intervened, some of these comments were potentially urgent. Then, for
these potentially urgent instances we add priority (high-, mid- or low), depending on the
learner risk level. The idea is to focus on learners, understand their behaviours and do a
segmentation based on 3 variables (urgency, sentiment analysis and number of accesses).

Our model includes two phases (see Fig. 5), first phase (prediction phase): using a
supervised classifier to predict if the comments need a response urgently or not. Sec-
ond phase (intervention priority phase): takes the output of the previous phase (urgent
comments) as input. Then, adds a priority to these comments based on the history of
learners who wrote these comments using unsupervised machine learning (clustering).
Therefore, based on these groups we assign different priorities to comments.

Prediction Phase. Herewe apply the state-of-the-art in text classification, Bidirectional
Encoder Representations from Transformers (BERT) [27] to predict urgency.

Intervention Priority Phase. We study the behaviour of learners based on three vari-
ables (urgency, sentiment analysis and step access). We selected these three variables
because they address RQ1.2 and RQ1.3. Moreover, a sentiment analysis study [13]
found a negative correlation between urgency and sentiment analysis; meaning urgent
comments correlate with negative sentiments. The processing was as follows:
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Fig. 5. Priority in urgent intervention framework.

Urgency. To find the learners for whom most of their comments need intervention, we
calculate the number of urgent comments for each learners. After that, we clustered in an
unsupervised manner all the learners into three groups, by assigning each learner based
on the number of urgent comments, to a specific cluster.

Sentiment Analysis. We analysed every comment to extract sentiment polarity into three
categories (positive, negative, and neutral) sentiment using theVADER tool.We selected
this tool because it is a well-known tool and some researches proved that VADER
outperforms Text Blob in social media [28, 29]. Then we found the overall average
value of sentiments for each learner and created sentiment clusters, low sentiment number
indicating high-risk learners.

Steps Access. For each learner, we calculated the number of step accesses. Then we
clustered learners into three groups, based on these values. A high step access number
is an important indicator of learning activity, possibly connected to high motivation.

For every variable (urgency, sentiment analysis and step access), we clustered all
learners into three groups, by applying natural breaks optimisation with the Fisher Jenks
algorithm [30] as it works on one dimensional data. Therefore, every learner has three
scores that represent the three clusters’ variables (urgency, sentiment analysis and steps
access). We calculated an overall score for every learner as in Eq. 3.

Overallscore = urgencycluster−score + sentiment Analysiscluster−score + step Accesscluster−score (3)

Thus, the overall score will be between (0–6). Then, we mapped the overall score onto
different levels of risks: Higher than 3 → High risk; Higher than 1 → Mid risk; Others
→ Low risk. Then, we segmented learners as below:

• High risk: learners who have high overall score from three variables (urgency,
sentiment analysis and access steps).

• Mid risk: learners who have middle overall score from three variables.
• Low risk: learners for whom overall score from three variables is low.

Based on these levels of risks we computed the priority to the intervention for all
potentially urgent comments – see Algorithm 1.
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Algorithm 1. Priority of Intervention (C, U, S, M)
Input: 
i) C: Stream of potentially urgent comment instances.
ii) U: Number of urgent comments for each learner.
iii) S: Average value of comments’ sentiment for each learner.
iv) M: Number of steps access for each learner.
Output:
i) Urgent comments with the priority intervention results.
Method:

Build 3 learner clusters for Urgency.
Build 3 learner clusters for Sentiment Analysis.
Build 3 learner clusters for Steps Access.
Compute the Overall Score.
if Overall Score is higher than 3 then  High risk learner. 

Urgent comment = high priority intervention.
else if Overall Score is higher than 1 then Mid risk learner.

Urgent comment = mid priority intervention.
else

Low risk learner. Urgent comment = low priority intervention.
end if

End Algorithm

4 Results and Discussions

RQ1.1: Is there a relationship between the number of comments written by the learners
that need urgent intervention and the average number of comments?

To inspect learners’ writing behaviour, we transformed an average number of com-
ments into an urgency bar chart (1 urgent comment, 2 urgent comments, etc.), as shown
in Fig. 6. Interestingly, we observed that, usually (but not always), if a learner writes
more comments that need intervention, they tend to write more comments in total. This
is useful in that they do not ‘give up’ and present longer time to be ‘dealt with’.

Fig. 6. Relation between urgent comments (urgency) and average number of comments.

RQ1.2: Is there a relation between high-frequency (HF) commenters and their
number of steps accessed?
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As (Fig. 7, left) shows, we calculated the average number of steps accessed for the
HF learners or Urgent and Non-Urgent group. We found that, in general, both groups
access learning materials, but the average number of steps access in the Urgent group
was lower (33 steps). This difference is statistically significant (Mann-Whitney U test:
p < 0.05). Consequently, the key observation indicates more learning activity and thus
potentially increased motivation for learners with comments not needing intervention.

RQ1.3: Is there a relation between HF commenter number and completion-rates?
The result of the relation between urgency and completion is shown in (Fig. 7, right).

As we can see, HF learners who require urgent intervention are less likely to complete
the course only (13%). This difference is statistically significant (Mann-Whitney U test:
p< 0.05). From this result, we conclude that learners who need intervention tend not to
complete the course. We think this is one of the reasons for the high dropout rate. This
confirms the need for intervention for urgent comments.

Fig. 7. For each group: average number of steps accessed (left), completion rate (right).

RQ2: Can we design an effective intervention priority framework based on
behaviour?

As per Sect. 3.3, we proposed a framework containing two phases. We suppose that
the instructor can decide to intervene after 5 weeks (our data). In the prediction phase,
we used a stratified 5-fold cross validation to estimate the performance of classification
model. To evaluate BERT, we measured accuracy averaged over two classes (Urgent,
Non-Urgent), Recall, Precision and F1-score for the (important, minority) Urgent class
(Table 2). We prioritise the Recall metric that gave us the rare Urgent cases rather than
Precision – preferring to ensure we are capturing all urgent cases.

Table 2. The results of BERT model (Precision, Recall, F1-score for the Urgent class).

Accuracy Precision Recall F1-score

0.90 0.65 0.72 0.68
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In the intervention priority phase, there are 387 commenters who have at least one
comment that needs Urgent intervention. Table 3 shows the minimum (min) and maxi-
mum (max) for each variable in every cluster. For Urgency labelling, we used the label
resulting from our manual annotators with voting mechanism, not the one predicted by
a classifier, to increase accuracy.

Table 3. The minimum (min) and maximum (max) for each variable in every cluster.

Cluster Urgency
‘min:max’

Sentiment analysis
‘min:max’

Steps access
‘min:max’

0 ‘1:3’ ‘27:75’ ‘35:52’

1 ‘4:9’ ‘7:24’ ‘15:34’

2 ‘10:28’ ‘−3:6’ ‘0:14’

Finally, to further validate the effectiveness of this proposed model, we computed
the relation between different risk groups of learners identified (high, mid, low) and
their completion-rates. The distributions are visualised in Fig. 8. From this box plot we
note that most of completion-rates of high-risk learners are very low, whilst mid risk
learners have average ones and for low risk learners, the completion ration is very high.
This is further confirmation that our risk model, based on data from the first half of the
course, and refining our potential urgency model, can correctly find learners at risk for
not completing their course, and separate them from the other two milder risk groups.

Fig. 8. Boxplot for groups of learners’ risk and their completion-rates.

We need here to discuss what constitutes a good classifier of urgent intervention, in
terms of best trade-off between false positives (incorrectly identifying learners requiring
urgent intervention) and false negatives (failing to identify learners who require urgent
intervention).We arguably interpreted it here by giving priority to intervention on urgent
cases; hence false negatives were more problematic than false positives. Please also note
that learners who need intervention but do not use the comments as communication
means are not a target of this research; they would need other means of identification.
We also do not compare with work associating comments to participation in MOOCs
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[31, 32]– as the focus here is on intervention. Further work can linkwith thework on ped-
agogical interventions for automated guidance to instructors [19], as well as evaluating
how interventions guided by our procedure presented impact on learner progression.

5 Conclusion

In this paper we addressed the automatic, intelligent intervention problem in MOOCs.
We offer an analysis of learner comments for urgency. We demonstrate that learners with
high step access rate require less intervention to their comments, whilst step access of
high-frequency commenters are less than that of other commenters. This might be due
to a decrease in learners’ motivation to continue accessing the course material, when
they have many comments that need intervention. In addition, we confirmed that most
course completers did not need much intervention to their comments. Based on these
findings, we have constructed a framework and algorithm for priority of intervention, to
encourage instructors to help their learners and support themby focusing on learnerswith
high risk first, to improve the potential outcomes of the intervention. This framework
can be used in intelligent system in MOOC environments. Future work can look into
interventions guided by our procedure and its effect on learner progression, as well as
using coefficients to allocate different importance to the three criteria (urgency, sentiment
analysis and number of accesses) and other optimisation means for the performance of
the intervention procedure.
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Abstract. As the largest distance learning university in the UK, the Open Univer-
sity has more than 250,000 students enrolled, making it also the largest academic
institute in the UK. However, many students end up failing or withdrawing from
online courses, which makes it extremely crucial to identify those “at risk” stu-
dents and inject necessary interventions to prevent them from dropping out. This
study thus aims at exploring an efficient predictive model, using both behavioural
and demographical data extracted from the anonymised Open University Learn-
ing Analytics Dataset (OULAD). The predictive model was implemented through
machine learning methods that included BART. The analytics indicates that the
proposed model could predict the final result of the course at a finer granularity,
i.e., classifying the students into Withdrawn, Fail, Pass, and Distinction, rather
than only Completers and Non-completers (two categories) as proposed in exist-
ing studies. Our model’s prediction accuracy was at 80% or above for predicting
which students would withdraw, fail and get a distinction. This information could
be used to provide more accurate personalised interventions. Importantly, unlike
existing similar studies, our model predicts the final result at the very beginning
of a course, i.e., using the first assignment mark, among others, which could help
reduce the dropout rate before it was too late.

Keywords: MOOCs · Virtual learning environment · Learning analytics ·
Behavioural analytics ·Machine learning · Prediction · BART

1 Introduction

Online learning offers a convenient alternative for everyone to learn on-demand. Accord-
ing to Class Central Report [1], more than 180 million students have enrolled in online
learning courses, in particular, MOOCs (Massive Open Online Courses). Yet, one of
the well-known challenges in online learning, especially in the context of MOOCs, is
student retention. Studies, e.g. [2], show normally only 5%–15% of the students who
have registered for a MOOC finally complete it. Luckily, the massive data tracked on
online learning platforms, so-called Educational Big Data, offers great opportunities to
explore how students learn online thus providing insight into (dis)engagement patterns.

© Springer Nature Switzerland AG 2021
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In fact, many studies have been conducted to predict student dropout, using techniques
through statistical modelling [3] to machine learning [4, 5].

However, most studies, e.g. [4, 6–8], proposed their predictive models using the
learning activity data of a whole course, which are not particularly useful in terms
of helping the current students, as the predictions are only made after the course has
completed. A few studies did aim at an earlier prediction using the very first/early data
available. For example, Cristea, et al. [9] attempted to use the date of registration (in
terms of distance from the course start) of students to predict their completion of the
course; Alamri, et al. [10] used the student’s number of accesses and time spent per
access in the first week of the course to predict their completion. However, only activity
data, i.e., behavioural data, e.g., access to learningmaterials and discussion forums, were
considered; whilst the demographical data, e.g., gender and educational level, might also
be available at the start of the course, which might be considered as well to improve
the prediction. Additionally, most existing studies, e.g., [11, 12], classified students only
into completers and non-completers (two categories), which might hide the differences
amongst the students who completed a course, and the differences amongst the students
whodidnot, even though afiner classificationmight be useful to understandwhya student
completes or drops out thus providing personalised interventions towards reducing the
dropout rate as well as improving their participation and engagement.

Therefore, with the aim of moving towards bridging the gap, this study took into
consideration both behavioural and demographical data. The objective was earlier pre-
diction of finer classification of students in online learning especially within the context
of MOOCs.

2 Related Work

Along the emergence of big data with the advances in computation, the areas of Learning
Analytics (LA) and Educational Data Mining (EDM) have been rapidly developed in
recent years, aiming at understanding how people learn online and improving the online
learning process. While LA and EDM overlap with each other in similar attributes
and goals, they are also different from each other in many aspects [13]. The former
is stated as “the process of measuring and collecting data about learners and learning
with the aim of improving teaching and learning practice” [14]; the latter is defined as
“an emerging discipline, concerned with developing methods for exploring the unique
and increasingly large-scale data that come from educational settings and using those
methods to better understand students, and the settings which they learn in” [15]. Both
aim at improving the analysis of large-scale educational data to support practice in the
educational context. In terms of their major differences, according to Siemens and Baker
[13], in LA, leveraging human judgement is key, and automated discovery is a tool to
accomplish this goal, while in EDM, automated discovery is key, and human judgment is
a tool to accomplish this goal; LA has a stronger emphasis on understanding systems as
a whole in full complexity, while EDM has a stronger emphasis on reducing components
and analysing individual components and the relationships between them.

Themain techniques andmethods applied inLAandEDMinclude statistics,machine
learning, and data mining, seeking usage patterns of learning resources including video
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lectures, forums, assessments, and so on, to compose useful models that can be smoothly
adapted to educational data [16]. In particular, three techniques are often used in both
LA and EDM: (1) prediction, to find a relationship between known and unknown data
using simple statistical methods such as regression, non-linear statistics, and neural
[17]; (2) clustering analysis, to create a collection of similar data objects within the
same cluster [18]; and (3) relation mining, to classify various relationships that may
occur between two or more variables [19].

While most studies, e.g. [20–22], focus on predicting completion and/or dropout
rate, e.g., classifying students into completers and non-completers (two categories), we
extend the predictive model and further classify students into four categories, including
Withdrawn, Fail, Pass and Distinction. Besides, there are only a few similar studies, e.g.
[9, 23], that tried predicting as early as possible student completion and dropout rate
using limited data gathered. Our study also uses registration date as in previous studies
[9] yet associated with also other parameters, as explained below in Sect. 3, with the
aim of producing a predictive model with better performance. Moreover, our predictive
model aims to enhance the early predictive accuracy by introducing the BART (Bayesian
Additive Regression Trees) model.

3 Method

3.1 Dataset

The dataset used in this study is the anonymised OULAD (Open University Learning
Analytics Dataset)1, which contains data about 7 courses and 32,593 registered students
(55%males, 45% females), as well as their 10,655,280 interactions (clicks onwebpages)
with these 7 courses in the Virtual Learning Environment (VLE), operated by the Open
University2. The dataset is in the format of 7 csv files, connected using unique identifiers
including Student_ID, Assessment_ID, and Code_Module (ID of a course).

When joining the Open University for the first time, the students were directly
prompted to complete an online form asking about their personal details such as gender
and age. While using the VLE to study an online course, students’ activity logs were
generated, linked by unique Student IDs with timestamps, and recorded in the database.

In total, these 7 courses provided 3,635 learning items, each of which was presented
on a webpage in the VLE; there were 196 different assessments, and the students made
173,740 submissions. Interestingly, as Fig. 1 shows, out of 32,593 registered students,
only 15,385 (42.78%) passed the courses, highlighting the fail/non-completion issue in
MOOCs, which is in consistence with many reports, e.g., [4, 11, 24].

3.2 Study Settings and Data Preparation

The courses under studywere organised inweekly learning units, each ofwhich consisted
of a collection of learning blocks that might contain one or a few steps. Steps were the
fundamental learning items which might include articles, pictures, videos, and quizzes.

1 https://analyse.kmi.open.ac.uk/open_dataset.
2 The OULAD dataset is released under CC-BY 4.0 licence.

https://analyse.kmi.open.ac.uk/open_dataset
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Fig. 1. Number of students in 4 categories: withdrawn, failed, pass, distinction

Figure 2 shows an example of the navigation page of a course, where a student might
click one of the WEEK buttons to navigate to the weekly learning unit or click a step
title to access a step page (learning item).

Fig. 2. Navigation page of a MOOC

It’s worth mentioning that the courses in this study were “synchronous” – having
official starting and finishing dates and running over an exact number of weeks [11]. In
different courses, there were different numbers of assessments during a certain period
of time (week); additionally, at the end of each course, there was a final exam. Each
course might change slightly, in different runs (i.e., years), the number of weekly learn-
ing units and steps, as well as assessment types (tutor marked assessment, computer
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marked assessment, and final exam). We used data from all 7 csv files as described in
Sect. 3.1. During a course, each student completed several assessments which had dif-
ferent weights summing up to 100%. We used the total number of clicks until a course
started, for an earlier prediction. Each course had different durations and first assign-
ment submission days, as shown in Table 1. We also converted the categorical variables
including Educational Level and Age, into dichotomous variables.

Table 1. Information about MOOCs.

Course 1st assignment submission day # of registered students Year (run)

AAA Day 19 748 2013 & 2014

BBB Day 54 7,909 2013 & 2014

CCC Day 18 4,434 2014

DDD Day 23 6,272 2013 & 2014

EEE Day 33 2,934 2013 & 2014

FFF Day 19 7,762 2013 & 2014

GGG Day 61 2,534 2013 & 2014

3.3 Analysis

For the analysis, seven variables were defined, as below.

• First Assignment Mark: the mark of a student’s submission to the first assignment.
On the StudentsAssessments csv file, it is called score.

• Educational Level: the highest level of education that a student has achieved;
including 4 categories: Lower than A level, A level or equivalent, HE Qualifica-
tion, and Post Graduate Qualification. On the StudentInfo csv file, it is represented as
highest_education.

• Clicks till Course Starts: the number of clicks made by a student until a course
started. Clicks are represented as sum_click on the studentVle csv file.

• Registration Date: the date of a student registered for a course, in terms of distance
(the number of days) from the start of the course. On the studentRegistration csv file,
it is represented as date_registration.

• Age: the band of a student’s age (0–35, 35–55, >55). On the StudentInfo csv file, it
is represented as age_band.

• Disability: whether a student has declared a disability. On the StudentInfo csv file, it
is represented as disability.

• Gender: a student’s self-reported gender (male/female). On the StudentInfo csv file,
it is represented as gender.

• Previous Attempts: times that a student has failed a particular course. On the
StudentInfo csv file, it is represented as num_of_pred_attempts.
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We used the Pearson chi-square statistical hypothesis to test whether the output (Final
Mark Classification) was dependent upon the categorical input variables (Educational
level, Age, Gender, Disability), i.e., whether the input variables were relevant to the
prediction tasks. The p-value was <5%, which is within the acceptable range [25], indi-
cating that the categorical variables we used were relevant to the output. Moreover, to
ensure that the variables were not only dependent upon the output, we also conducted
Pearson’s correlation tests to measure the strength of the association between the vari-
ables (results shown in Table 2), in terms of selecting variables which were not tightly
related, in order to improve the predictive models’ efficiency. Table 2 shows that the
variables were correlated at a very low level showing that it was appropriate to use them
as the input variables for our predictive models. The result of the two statistical tests
shows that the selected variables fulfilled all the requirements in order to implement
efficient and robust predictive models. The chosen variables for the resulting csv file
used to train our learning algorithms included the First Assignment Mark, Educational
Level, Clicks till Course Starts, Registration date, Age, and Gender. 70% of the data
were used as the training data, and 30% as the test data. The majority of the algorithms
we used relied on the default settings of the sklearn version 0.24.0, which can be found
in the documentation for reference and reproduction3. The learning algorithms we used
include Decision Tree, Random Forest, and BART, as they are known for their strong
predictive power on binary classification problems.

Table 2. Pearson’s correlation test result

Gender Educational
level

Age Previous
attempts

Disability First
assig.
mark

Registration
date

Clicks
till
course
start

Gender 1.00

Educational
level

−0.03 1.00

Age 0.02 0.15 1.00

Previous
attempts

0.04 0.00 0.00 1.00

Disability 0.04 −0.06 −0.02 0.04 1.00

First
assignment
mark

−0.05 −0.01 0.04 −0.04 −0.04 1.00

Registration
date

0.02 0.04 0.03 −0.02 −0.01 0.08 1.00

Clicks till
course
starts

−0.10 0.03 0.12 −0.03 0.01 0.24 −0.07 1.00

3 https://pypi.org/project/scikit-learn/.

https://pypi.org/project/scikit-learn/
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Decision Tree is a supervised learning method which splits the population or sample
into two or more homogeneous sets (or sub-populations) based on the most significant
splitter/differentiator in input variables that predict the value of the target variable [26].

Random Forest is a supervised learning algorithm that takes randomly selected data
to build multiple decision trees merged together to generate more accurate and solid
predictions. Specifically, Random Forest gets a prediction from each tree and selects the
best solution using voting.

BayesianAdditive Regression Trees (BART), compared to RandomForest andDeci-
sion Tree, is the least used algorithm, so it is described in detailed. BART is a Bayesian
version of tree ensemble methods where the estimation is given by the variable Y which
is a sum of Bayesian CART trees [27]. We used the basic BART model which is shown
in (1) below.

(1)

In Eq. (1), Tj symbols the jth decision tree j= 1 . . . m and Mj is a vector holding the
terminal node parameters of Tj, while xk is an n × p matrix of variables x, with xk =
[xk1, . . . , xkp], and , where σ2 is the net variance (bias). In order to create
a Bayesian model, we used a prior for the parameters, which in our case is the same as
Chipman et al. [28] used:

(2)

From Eq. (2), we set distributions for the priors μκj|Tj, σ, and Tj which are

and IG (α, β) respectively (α: the shape parame-
ter, and β: the rate parameter). For ν, the default value is 3, and λ the value is determined
in BART with the quantile set to 0.90.

To evaluate our predictive model’s performance, we used the following four metrics.

• Precision: the ratio of the correctly predicted positive observations to the total
predicted positive observations.

• Recall: the ratio of correctly predicted positive observations to all observations in the
actual positive class.

• F1-score (3): the weighted average of Precision row and Recall row. Therefore, this
score takes both false positives and false negatives into account.

• Accuracy: the most intuitive performance measure and it is simply a ratio of correctly
predicted observations to the total observations.

F1 = 2× precision× recall

precision+ recall
(3)

We used the “one-vs-rest” strategy, which fits a binary classifier for each class against
all the rest of the classes, in particular – Withdrawn versus the rest, Fail versus the rest,
Pass versus the rest, Distinction versus the rest. This allows binary classifiers (Decision
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Tree, Random Forest, BART (purely binary classifier)) to apply the already trained
algorithm to an unseen sample x and predict the label y and calculating the performance
of the algorithm with specific metrics. In our case, those metrics were Precision, Recall,
F1-score and Accuracy. Specifically, we used precision and recall metrics as those are
better at characterising performance in the context of imbalance data (see Fig. 1).

4 Results and Discussions

Table 3 compares the performance of three similar tree-based algorithms that we used
in the analysis, including Decision Tree, Random Forest, and BART. As mentioned
in Sect. 3, we explored the BART model with the aim of improving our results and
enhance the prediction accuracy. Interestingly, we found BART could give the optimum
prediction accuracy on every “one-vs-rest” pair. Specifically, we achieved a relatively
high accuracy of 81% for identifying students who might Withdraw from a course, 80%
accuracy identifying students who might Fail, 69% accuracy identifying students who
would get a Pass mark for the course, and 92% accuracy identifying students who might
get a Distinction mark.

Table 3. Performance comparisons between three predictive models

Metric Decision tree Random
forest

BART

Withdrawn Precision
Recall
F1
Accuracy

0.65
0.65
0.65
0.69

0.75
0.71
0.72
0.78

0.81
0.91
0.86
0.81

Fail Precision
Recall
F1
Accuracy

0.68
0.67
0.67
0.67

0.69
0.75
0.71
0.76

0.79
0.98
0.87
0.80

Pass Precision
Recall
F1
Accuracy

0.63
0.62
0.62
0.63

0.65
0.65
0.65
0.65

0.72
0.74
0.73
0.69

Distinction Precision
Recall
F1
Accuracy

0.85
0.84
0.85
0.84

0.86
0.90
0.87
0.89

0.92
0.98
0.96
0.92

Table 4 shows the reason for a relatively low accuracy (yet, higher than Decision
Tree and Random Forest), i.e., 69%, for the “Pass-vs-rest” pair classification, as the
misclassified cases between the two classes is fairly high. As the Pass class is between
the Fail class and the Distinction class, it seems that the algorithms tend to misclassify
the Pass class as Fail or Distinction which is not happen.
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Table 4. Confusion matrix for pass versus the rest

Pass Rest

Pass 1,582 1,529

Rest 1,436 3,879

Moreover, Fig. 3 shows the performance of the algorithms for the “Distinction-
vs-rest” classification task, where we can observe the improved ability of the BART
algorithm in comparison with Random Forest and Decision Tree algorithms to correctly
classify the data.

Fig. 3. BART (Left) Random Forest (Right) Decision Tree (Right) AUC graphs for Distinction
versus the rest

Our results suggest that combining demographical data (such as educational level,
gender, age, and disability) and behavioural data (such as student’s daily activity (clicks),
the number of previous attempts in a course, first assignment mark, and registration date)
can produce a predictive model with good performance.

The results obtained are worthy of discussion - as we observe that among the tree-
based machine learning algorithms we used, the BART outperforms the others. To begin
with, our results show that BART produced the optimal predictive accuracy for every
“one-vs-rest” pair (i.e., Withdrawn, Fail, Pass, Distinction, respectively, with the rest of
the classes).Ourmodel could predict the final result classification (Withdrawn, Fail, Pass,
Distinction), so the lecturers, after the first assignment, can use it to identify who is more
likely to Fail, Pass, etc., thus being able to provide early interventions to these students,
with tailored reminders, as the students were classified into finer-grained categories
(comparing to other methods that classified them into only two categories – completers
and non-completers).

It is very important to highlight the strong predictive power of the number of clicks
(resource, glossary, URL, forum, homepage, etc.) on the VLE, which we should aim to
raise in order to improve students’ performance. Figure 4 shows that students who failed
(green dots) exhibit significantly a smaller number of clicks on the VLE compared to
those with a pass (blue dots) or a distinction (yellow dots) mark. This suggests that high
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scores are associated with more frequent access to the VLE, and that, in order to have a
better result of the course, students should be using the VLE more often.
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Fig. 4. Relationship between the number of clicks and the overall student outcome (Color figure
online)

5 Conclusions

In summary, this paper presents the results of a study aiming to discover whether it is
possible to predict and identify, as early as possible, which studentsmight withdraw from
a course, and, possibly, make earlier interventions to reduce their withdrawal or failure,
and to improve students’ final marks. This is different from most previous studies that
analysed the data after the completion of the whole course which is not very useful for
the current students. To produce and validate the predictive models, we have examined
8 independent variables in total, including both demographical variables (Educational
Level, Gender, Age, Disability), and behavioural variables (Registration Date, Clicks
until Course Starts, First Assignment Score, and Previous Attempts on Open Univer-
sity’s (OU) VLE). This is different from most previous studies where only behavioural
variables are included.

Themain limitation, however,was the strict scope of the dataset. The daily interaction
with the VLE, i.e., clicks, plays an important role but the virtual learning system (VLE)
is not integral. For example, the results of the final written exams were not included in
the csv files. Besides, on the independent variable Clicks till Course Starts,we could not
take into consideration the students’ educationally relevant discussions outside of the
OU’s VLE or the private discussion forums, and it is worth noting that not all learning
behaviour could be fully captured through online platforms.

Future work may include investigating and validating efficient strategies for the use
of the proposed predictive model. For example, it could be used in 3 different stages
of a MOOC. Firstly, use the model to identify, as early as possible, the students who
are likely to withdraw. For example, in order to keep the student remaining in a course,
the lecturer could send personalised messages reinforcing the usefulness and objectives
of the course. Secondly, after a couple of weeks, when more data is collected such as
the second assignment mark, the lecturer could use the model to identify students who
might fail with improved accuracy and provide them with necessary supports. Finally,
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at the final stage of the MOOC (previous assignments marks could have been added to
the model as an additional input) before the final examination, the model can be used
to identify the students with Pass or Distinction marks and provide the lecturer with a
precise overview of the students’ benchmarks. Importantly, the first assignment mark is
suggested to be a very strong predictor of students’ performance. Thus, the lecturer is
recommended to periodically send students reminders with evidence, to emphasise the
importance of participation and engagement to be successful in a course.
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Abstract. Massive Open Online Courses (MOOCs) have been growing rapidly,
offering low-cost knowledge for both learners and content providers. However,
currently there is a very low level of course purchasing (less than 1% of the total
number of enrolled students on a given online course opt to purchase its certificate).
This can impact seriously the business model of MOOCs. Nevertheless, MOOC
research on learners’ purchasing behaviour on MOOCs remains limited. Thus,
the umbrella question that this work tackles is if learner’s data can predict their
purchasing decision (certification). Our fine-grained analysis attempts to uncover
the latent correlation between learner activities and their decision to purchase. We
used a relatively large dataset of 5 courses of 23 runs obtained from the less stud-
ied MOOC platform of FutureLearn to: (1) statistically compare the activities of
non-paying learners with course purchasers, (2) predict course certification using
different classifiers, optimising for this naturally strongly imbalanced dataset. Our
results show that learner activities are good predictors of course purchasibility;
still, themain challenge was that of early prediction. Using only student number of
step accesses, attempts, correct and wrong answers, our model achieve promising
accuracies, ranging between 0.81 and 0.95 across the five courses. The outcomes
of this study are expected to help design future courses and predict the profitability
of future runs; it may also help determine what personalisation features could be
provided to increase MOOC revenue.

Keywords: Learner analytics ·MOOCs · Certification prediction

1 Introduction

Online courses have been revolutionising and reforming education for decades. More
recently, massive open online courses (MOOCs) were developed, specifically to reach a
massively unlimited number of potential learners from around the world. This modern
age of e-learning commenced with the commercially successful introduction of Stan-
ford’s Coursera in 2011 [1]. The following year witnessed the launch of many of today’s
MOOC platforms, coining 2012 as “the year of the MOOCs” [2]. Many providers, such
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as FutureLearn, edX1, Udemy2 and Coursera3 have started offering scalable online
courses to the public, with a diverse set of learning content for learners from all over the
world [3, 4]. This has resulted in 16.3 thousand MOOCs delivered via more than 950
university partners to more than 180 million learners by the end of 2020 [5].

AlthoughMOOCs have been successful, attractingmany online learners, the stagger-
ingly low completion and certification rates is still one of the more concerning aspects
to date, a funnel with students “leaking out” at various points along the learning pathway
[6, 7]. While the high dropout rate has been the focus of many studies [8–10], the race
towards identifying precise predictors of completion as well as the predictors of course
purchasing, continues. Importantly, although MOOCs have started being analysed more
thoroughly in the literature, few studies have investigated the characteristics and temporal
activities for the purpose of modelling learners’ certification decision behaviours. Con-
comitantly, the literature shows that user purchasing behaviour has been widely studied
on pure e-commerce platforms [11]. To date, this kind of behaviour has not been exten-
sively considered in the educational domain, even though MOOC providers have been
struggling to build their own sustainable revenues [12]. Considering the recent MOOCs’
transition towards paid macro-programmes and online degrees with affiliate university
partners, this paper presents a fine-grain exploration of student behaviours from a dif-
ferent point of view, non-paying learners versus certificate purchasers. Specifically, this
paper attempts to answer the following research questions:

• RQ1: Do MOOC non-paying learners behave differently to course purchasers as to
their activities of access and question answering (attempts, correct/wrong answers)?

• RQ2: Can MOOC learner’s logged data predict course purchase decisions (certifi-
cation)?

It is worth mentioning that the first research question attempts to compare the activ-
ities of non-paying learners (NL) versus certificate purchasers (CP) using a systematic
statisticalmethodology as shown in Sect. 3.5. Subsequently, the second research question
examines whether learner activities can be used to predict later certification behaviour.
This goes beyond comparing samples to employing some state-of-art ML algorithms to
predict students’ decisions of purchasing a certificate after finishing the course. This type
of prediction seems essential keeping in mind that the certificate purchasing decision is
usually taken after the end of the course i.e. after attending the whole course’ weekly
content.

2 Related Work

Looking through the few studies that investigated MOOC certification, [13] studied the
relationship between intention of completion, actual completion, and certificate earning.
The study applied on 9 HarvardX MOOCs showed that the correlation between the
first two variables was a stronger predictor of certification than any demographic traits.

1 www.edx.org.
2 www.udemy.com.
3 www.coursera.org.

http://www.edx.org
http://www.udemy.com
http://www.coursera.org
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[14] studied MOOC learners’ subsequent educational goals after taking the course, by
using consumer goal theory. They showed that MOOC completers satisfied with the
course delivery were more likely to progress to the course-host institution, than the
non-completers. It also showed that having a similar pedagogical and delivery approach
in a university for both conventional and online courses can encourage learners to join
further academic online study. It thus became a roadmap for tertiary institutes on how
to design an effective MOOC to target potential future students.

Using the only the first week behaviour, [15] predicted MOOC certification via an
asset of features. This includes average quiz score, number of completed peer assess-
ments, social network degree and being either a current or prospective student at the uni-
versity offering the course. Their Logistic Regression classifier model was trained and
tested on one MOOC run only under certain conditions and incentives, by the provider;
therefore, it might need to be replicated, for the results to be generalisable. Qiu et al. [16]
extracted factors of engagement in XuetangX (China, partner of edX) on 11 courses, to
predict grades and certificate earning with different methods (LRC, SVM, FM, LadFG);
their performance was evaluated using the area under the curve (AUC), precision, recall,
and F1 score. However, the number of features used, i.e. demographics (gender, age,
education), forums (number of new posts and replies), learning behaviour (chapters
browsed, deadlines completed, time spent on videos, doing assignments, etc.), courses
delivery windows (delivered within 8 months only) and study learners (around 88,000)
are relatively low. [17] used four different algorithms (RF, GB, k-NN and LR) to predict
student certification on one edX-delivered course. They used a total of eleven indepen-
dent variables to build the model and predict the dependent variable—the acquisition of
a certificate (true or false).

More recently, [18] used behavioural and social features of one course “Big Data in
Education”, which was first offered on Coursera and later on edX, to predict dropout
and certification. Table 1 below summarises the surveyed certification prediction mod-
els. Data used included Click Stream (CS), Forum Posts (FP), Assignments (ASSGN),
Student Information Systems (SIS), Demographics (DEM) and Surveys (SURV).

Table 1. Certification prediction models versus our model.

Refs. Data source #Courses #Students Data description

[19] Coursera 1 826 CS; FP

[15] Coursera 1 37,933 ASSGN; FP; SIS

[13] HarvardX 9 79,525 DEM; SURV

[20] edX 1 43,758 CS

[21] Coursera 1 84,786 FP

[16] XuetangX 11 88,112 CS

[22] HarvardX-MITx 10 n/a CS; FP

[18] Coursera; edX 1 65,203 CS; FP

Our model Future learn 9 245,255 CS; ASSGN; FP
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Unlike previous studies on certification, our proposed model aims to predict the
financial decisions of learners on whether to purchase the course certificate. Also, our
work is applied to a less frequently studied platform, FutureLearn (Table 1). Another
concern we address is study size, with 6 out of the total 9 studies conducted on one
course only. As students may behave differently based on the course attended, previous
models’ generalisability is unclear. Instead, we used a variety of courses from different
disciplines: Literature, Psychology, Computer Science and Business. Another novelty
of our study is predicting the learner’s real financial decision on buying the course
and gaining a certificate. Most course purchase prediction models identify certification
as an automatic consecutive step to the completion, making them not different from
completion predictors. Our study additionally identifies the most representative factors
for certification purchase prediction. It also proposes tree-based and regression classifiers
to predict MOOC purchasability using relatively few input features.

3 Methodology

3.1 Data Collection

When a learner joins FutureLearn for a given course, the system generates logs to corre-
late unique IDs and time stamps to learners, recording learner activities, such as weekly-
based steps visited, completed, comments added, or question attempted [23]. The current
study is analysing data extracted from a total of 23 runs spread over 5 MOOC courses,
on 4 distinct topic areas, all delivered through FutureLearn, by the University of [uni-
versity name removed]. These topic areas are: Literature (with course Shakespeare and
his World [SP]; with course duration 10 weeks); Psychology (with courses The Mind
is Flat [TMF]: 6 weeks, and Babies in Mind [BIM]: 4 weeks); Computer Science (Big
Data [BD]: 9 weeks) and Business (Supply Chains [SC]: 6 weeks).

These courses were delivered repeatedly in consecutive years (2013–2017), thus we
have data on several ‘runs’ for each course. Table 2 below shows the number of enrolled,
non-paying learners (NL), as well as those having purchased a certificate (CP). Our
data shows that students accessed 3,007,789 materials in total and declared 2,794,578
steps completed. Regarding these massive numbers, Table 2 clearly illustrates the low
certification rate (less than 1% of the enrolled students).

3.2 Data Preprocessing

The obtained dataset went through several processing steps, in order to be prepared and
fed into the learning model. Since some students were found to be enrolled on more than
one run of the same course, the run number was attached to the student’s ID, to avoid
any mismatch during joining student activities over “several runs” with their current
activities.

The pre-processing further contained some standard datamanipulations, such as pro-
cessing (replacing) missing values with zeros, applying lambda and factorize functions
along with Pandas [24] and NumPy [25] to render the data format as machine-feedable.
The pre-processing further contained eliminating irrelevant data generated by organisa-
tional administrators (455 admins across the 23 runs analysed). Table 3 shows the main
four features analysed in this study.
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Table 2. The number of non-paying learners and certificate purchasers on 5 FutureLearn courses.

Course #Runs #Weeks #Non-paying learners #Certificate purchasers

BIM 6 4 48,777 676

BD 3 9 33,430 268

SP 5 10 63,630 750

SC 2 6 5810 71

TMF 7 6 93,608 321

Total 23 35 245,255 2086

Table 3. The features utilised for comparing student activities and predicting course
purchasability

Activity source Activities (per week)

Step access (a) # Accessed steps

Attempts (t) # Attempts

Correct answers (r) # Correct answers

Wrong answers (f ) # Wrong answers

3.3 Feature Extraction

The preliminary data shape is a timestamp log spread on different data frames based on
the data log source (access log, question answering log, comments and responses log).
As MOOCs are usually delivered on a weekly basis, it was essential to compute the
various weekly activities of each learner generating a temporal matrix of their weekly
activities. The newly processed Students Activities matrix of each course is as follows:

sa =
⎡
⎣

s1 aw(1−n) tw(1−n) r1−n f1−n

s2 aw(1−n) tw(1−n) r1−n f1−n

sn aw(1−n) tw(1−n) r1−n f1−n

⎤
⎦

where s = student, a = access, t = attempt, r = correct answers, f = wrong answers, w
= week, n = the number of the weeks in a given course.

3.4 Features Selection

Our pre-processed number of features as can be seen in the sa matrix above is consider-
ably high due to multiplying the total number of the main extracted features (4) by the
total number of weeks w in a given course c. This resulted in a large array of features,
especially for long courses like SP, where the number of weeks was 10, hence gener-
ating 40 features. This would on one hand allow for: (1) a temporal fine-grain analysis
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of the course’s content, (2) a timely and early prediction of student’s behaviours. How-
ever, in order to highlight the most representative features, feature selection techniques
were applied, as below. As algorithms employed include tree-based and regression, the
features for the tree-based algorithms were selected using Mean Decrease in Impu-
rity (MDI), whereas Variance Inflation Factor (VIF) was used to detect and reduce the
multilinearity for the regression algorithms as further explained below [26].

Mean Decrease in Impurity (MDI)
MDI counts the times a feature is used to split a node, weighted by the number of samples
it splits. It calculates each feature importance as the sum over the number of splits (across
all tress) that include the feature, proportionally to the number of samples it splits. MDI
is defined as the total decrease in node impurity (weighted by the probability of reaching
that node—which is approximated by the proportion of samples reaching that node)
averaged over all trees of the ensemble [27].

Variance Inflation Factor (VIF)
Prior to doing regression, multicollinearity among our input features should be taken
into consideration. We use VIF (Variable Inflation Factor) to analyse multicollinearity.

vifi = 1

1− R2
i

where R2
i is the R2 value obtained by regressing the ith predictor on the remaining

predictors. Dropping variables after calculating VIF was an iterative process, starting
with the variable having the largest VIF value, as its trend is highly captured by other
variables. It was noticed that dropping the highest VIF feature has sequentially reduced
the VIF values for the remaining features.

3.5 Statistical Analysis

Normality Test
Our first step of exploring our dataset was examining whether it comes from a specific
distribution. The three common procedures of normality verification procedures of:
graphical method (Quantile-Quantile plot), numeric method (skewness and kurtosis)
and formal normality tests (Shapiro-Wilk) were applied [28]. This has revealed that our
data comes from non-Gaussian (normal) distribution and therefore nonparametric tests
were conducted as below.

Mann-Whitney U Test
As our data is not normally distributed as well as the variables we are analysing are
independent, we used Mann-Whitney U test (Mann–Whitney–Wilcoxon (MWW) [29]),
a nonparametric test for testing the statistical significance of the difference of distribu-
tions. We use it here to compare the activities of non-paying learners with certificate
purchasers.
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3.6 Classification Algorithms

Further to the statistical inference, the current study applied four different classification
and regression algorithms to predict MOOC learners’ purchasing behaviour: Random
Forest (RF), ExtraTree (ET), Logistic Regression (LR) and Support Vector Classifier
(SVC). These algorithms were chosen due to the fact that they were able to predict
course purchasability well, by dealing with massively imbalanced datasets and using at
the same time only very few features, as shown in Table 3. These input features exist
in any standard MOOC system, which further promotes our model as generalisable.
There are some further features that can be utilised for learner behaviour prediction,
e.g. demographics or leaving surveys; these features are either not generated by every
MOOC platform, or logged later after the end of the course, making early prediction of
purchasing behaviour challenging.

To simulate the real-world issue of the low certification rate in MOOCs, we fed the
imbalanced data to the classification models as-is. We have initially used many other
classification algorithms for this prediction tasks. However, the algorithms that do not
deal well with imbalanced data, i.e. have a parameter to define the class weight during
learning were excluded.

To deal with our imbalanced dataset, we used the Balanced Accuracy (BA), also
known as the Area Under the ROC Curve, which is defined as the average of recall
obtained on each class [30]. BA equals the arithmetic mean of sensitivity (true positive
rate) and specificity (true negative rate) as follows:

ba = 1

2

(
tp

tp + fn
+ tn

tn + fn

)

Having applied the above preprocessing steps, the shape of X and Y passed to the
prediction model was as depicted in Table 4.

Table 4. Number of observations in each class of 0 and 1 by number of selected features

Course Class_0 Class_1

BIM (25508, 18) (625, 18)

BD (16010, 30) (232, 30)

SC (2840, 26) (59, 26)

SH (28920, 42) (497, 42)

TMF (39533, 26) (308, 26)

4 Results and Discussion

The results explore how our processed features can temporally identify course buy-
ers based on their activity data. Our temporal analysis showed some statistical signifi-
cance at various levelswhen comparingNon-payingLearners andCertificate Purchasers’
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behaviours across the five courses analysed. Due to the paper limit, we are reporting the
most important results here only ordered by the activity categories as shown in Tables 5,
6, 7 and 8, where bold values mean the most significant value in a given course. As
the courses analysed spanned over different numbers of weeks, we have selected the
first, middle and last weeks to report the results, for fairness of comparison and easy
visualisation. For courses with an even number of weeks, we have selected the middle
week closer to the end of the course. Our results show that paying learners were gen-
erally more engaged with the course content, in terms of accessing the content more
frequently, answering more questions correctly and being more socially interactive, i.e.
having more comments and responses over their learning journey.

4.1 Access

Purchasers seem to have a higher number of accessed steps towards the end of the
course. With the SC course as an exception, the purchasers’ weekly number of access
is increasing at different level of significance, but with the last week being the most
significant for the majority of the courses.

Table 5. Comparison of the number of Access for non-paying learners and purchasers at three
different time points of the course.

C M (NL) (CP) p-value
1st week

p-value
Mid
week

p-value
Last
week

1st
week

Midweek Last
week

1st
week

Mid
week

Last
week

BIM μ 18.25 11.09 10.58 18.30 12.64 14.20 3.1E−06 2.2E−12 8.4E−26

σ 2.09 6.16 8.35 2.30 5.27 7.38

SH μ 15.60 11.55 13.23 15.63 11.59 14.26 3.7E−01 2.3E−01 3.3E−08

σ 1.30 2.18 5.75 1.04 2.11 4.94

TMF μ 14.71 12.06 15.53 14.70 11.88 15.61 4.7E−01 7.1E−03 6.5E−03

σ 1.62 3.11 6.65 1.62 3.16 6.92

SC μ 18.66 16.48 21.17 18.24 17.10 21.49 2.3E−01 3.4E−01 4.8E−01

σ 2.23 4.78 8.81 3.36 3.59 8.29

BD μ 11.72 9.32 7.83 11.73 9.61 10.03 1.8E−01 1.2E−02 8.4E−08

σ 1.58 3.56 6.57 1.53 3.41 6.05

4.2 Correct Answers

The students who purchased a certificate at the end of course have generally answered
more correct answers compared to non-paying learners. Contrary to the trend, TMF has
shown different results for both statistical analysis and the number of correct answers.
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Table 6. Comparison of the number of Correct Answers for non-paying learners and purchasers
at three different time points of the course.

C M (NL) (CP) p-value
1st week

p-value
Mid
week

p-value
Last
week

1st
week

Midweek Last
week

1st
week

Mid
week

Last
week

BIM μ 4.70 4.13 3.34 4.76 4.12 3.54 1.9E−02 3.7E−15 7.4E−31

σ 1.18 1.92 2.37 1.14 1.99 2.30

SH μ 11.41 11.11 9.24 11.45 11.30 9.80 1.7E−01 1.3E−02 1.2E−03

σ 1.26 2.69 4.53 1.16 2.38 4.14

TMF μ 9.54 8.86 7.76 9.38 8.77 7.53 3.3E−04 3.5E−01 1.1E−0

σ 1.40 2.54 3.82 1.51 2.65 3.94

SC μ 4.85 4.49 4.09 4.83 4.58 4.15 4.8E−01 3.1E−01 4.6E−01

σ 0.83 1.50 1.87 0.91 1.40 1.81

BD μ 4.58 3.39 2.02 4.67 4.01 2.93 1.8E−01 1.3E−05 1.5E−08

σ 1.38 2.32 2.26 1.25 2.03 2.18

4.3 Number of Comments

The number of comments posted by learners seem to be the most effective predictor of
course purchasability. We can see from Table 7 below that purchasers have commented
more that non-paying learners across all weeks and all courses.

Table 7. Comparison of the number of Comments for non-paying learners and purchasers at three
different time points of the course

C M (NL) (CP) p-value
1st week

p-value
Mid week

p-value
Last week1st

week
Mid
week

Last
week

1st
week

Mid
week

Last
week

BIM M 1.71 0.76 0.63 3.17 1.95 2.01 1.0E−35 1.3E−47 8.6E−68

� 2.81 1.87 1.97 3.74 2.98 3.35

SH M 1.56 1.17 1.14 2.70 2.06 2.23 1.3E−22 2.6E−22 1.7E−21

� 2.89 2.26 2.23 3.76 2.91 3.23

TMF M 1.46 0.89 1.02 1.73 1.17 1.30 4.9E−02 2.8E−02 1.3E−01

� 2.65 2.01 2.47 2.86 2.39 3.06

SC M 1.51 0.92 1.33 2.58 2.02 3.31 8.5E−03 1.1E−03 8.9E−04

� 2.84 2.44 3.76 3.90 3.44 5.74

BD M 0.62 0.32 0.36 1.03 0.59 0.84 2.6E−07 8.4E−06 9.2E−09

� 1.55 1.02 1.19 2.02 1.30 1.84
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4.4 Number of Replies

The number of replies posted by both non- and paying learners have similar pattern
to the number of comments discussed above. However, non-paying learners in SH and
TMF courses have responded more during the first weeks only.

Table 8. Comparison of the number of Replies for non-paying learners and purchasers at three
different time points of the course.

C M (NL) (CP) p-value
1st week

p-value
Mid week

p-value
Last week1st

week
Mid
week

Last
week

1st
week

Mid
week

Last
week

BIM M 0.41 0.26 0.14 0.68 0.67 0.43 5.0E−09 1.3E−16 1.6E−23

� 1.65 1.39 0.82 2.27 2.59 1.56

SH M 1.28 0.95 0.82 0.98 1.05 0.85 1.9E−04 5.5E−02 2.0E−02

� 10.47 4.89 5.54 3.56 4.81 3.52

TMF M 0.85 0.72 0.83 0.79 0.82 0.94 4.5E−01 2.5E−01 4.3E−01

� 3.52 4.33 5.10 3.67 3.25 4.57

SC M 0.32 0.14 0.27 0.66 0.12 0.41 1.9E−01 1.1E−01 3.3E−02

� 1.39 0.83 1.23 2.21 0.38 1.05

BD M 0.55 0.28 0.16 0.92 0.41 0.27 3.4E−05 1.4E−04 2.5E−02

� 2.68 1.70 1.07 2.80 1.21 1.33

4.5 Prediction Performance

The results as shown in Table 9 achieved promising balanced accuracies (BA) across
the five domain-varying courses. Keeping numbers of students from Table 2 in mind, it
can be seen that there is an inverse relationship between the number of times a course
is delivered #Runs and the model performance. This suggests that learner activities may
be different between runs of the same course, even though the content of each different
run of a given course is almost the same—hence generating nosier data for the model to
learn. This may also explain why the CS course, with the lowest number of purchasers,
has achieved the highest results on both classes’ recalls, compared to the other courses.
Class-wise, it is worth mentioning that Recall_1 prediction our main target, paying
students was greater than Recall_0 over all the five courses.
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Table 9. Learner classification results distributed by course, class 0= non-paying learners, class
1 = paid learners.

Course Classifier 1st week Mid week Last week

Rec_0 Rec_1 BA Rec_0 Rec_1 BA Rec_0 Rec_1 BA

BIM RF 0.61 0.95 0.78 0.79 0.85 0.82 0.80 0.85 0.83

ET 0.60 0.95 0.77 0.80 0.82 0.81 0.81 0.82 0.81

LR 0.60 0.95 0.78 0.78 0.86 0.82 0.80 0.86 0.83

SVC 0.59 0.96 0.78 0.79 0.87 0.83 0.80 0.87 0.84

BD RF 0.78 0.96 0.87 0.87 0.86 0.86 0.87 0.95 0.91

ET 0.76 0.98 0.87 0.85 0.90 0.88 0.86 0.95 0.91

LR 0.76 0.98 0.87 0.86 0.88 0.87 0.86 0.95 0.91

SVC 0.76 0.98 0.87 0.85 0.90 0.87 0.85 0.95 0.90

CS RF 0.78 1.00 0.89 0.90 0.90 0.90 0.90 1.00 0.95

ET 0.78 1.00 0.89 0.89 0.90 0.89 0.89 1.00 0.95

LR 0.78 1.00 0.89 0.90 0.90 0.90 0.90 1.00 0.95

SVC 0.78 1.00 0.89 0.90 0.85 0.87 0.89 1.00 0.95

SP RF 0.55 0.98 0.77 0.79 0.96 0.87 0.84 0.91 0.87

ET 0.55 0.98 0.77 0.79 0.96 0.88 0.84 0.92 0.88

LR 0.58 0.95 0.76 0.84 0.90 0.87 0.84 0.90 0.87

SVC 0.55 0.98 0.77 0.79 0.96 0.87 0.84 0.91 0.87

TMF RF 0.66 0.96 0.81 0.80 0.93 0.86 0.85 0.86 0.86

ET 0.66 0.98 0.82 0.81 0.89 0.85 0.84 0.86 0.85

LR 0.66 0.98 0.82 0.80 0.93 0.86 0.84 0.86 0.85

SVC 0.66 0.98 0.82 0.81 0.89 0.85 0.84 0.86 0.85

5 Conclusion and Future Work

In this study, we found that students who paid for the course certificate were in general
more engaged with the course content and interactive with their peers. We further com-
pared four tree-based and regression classifiers to predict course purchasability based on
learners’ logged activities. Our proposed model achieved various balanced accuracies,
ranging between 0.81 and 0.95. Taking into consideration the real-life challenge of the
massively imbalanced classes in MOOCs, our method aimed to solving this issue using
the data as-is, without further balancing. This is particularly competitive when consid-
ering that there could be many other factors influencing the financial decision, such as
financial resources, need to document certification, which may have little to do with how
students do during the course.
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There are few experiments we are planning to conduct in the future. We will inves-
tigate the students’ sentiments during the course, in order to infer if they correlate with
the decision to purchase the certificate. This would be a promising research topic, taking
advantage of recent developments in textual data analysis. This could further help in
classifying students as early as possible, to provide them with timely intervention and
guidance. Another avenue for further research is what to do when students have been
categorised, if (and how) to lead them to certification.
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Abstract. Modeling is an important aspect of scientific problem-solving. How-
ever, modeling is a difficult cognitive process for novice learners in part due to
the high dimensionality of the parameter search space. This work investigates
50 college students’ parameter search behaviors in the context of ecological mod-
eling. The study revealed important differences in behaviors of successful and
unsuccessful students in navigating the parameter space. These differences sug-
gest opportunities for future development of adaptive cognitive scaffolds to support
different classes of learners.

Keywords: Ecological modeling ·Modeling behaviors · Parameterization ·
Cognitive scaffolds · Learning analytics

1 Introduction

Scientific modeling is a complex cognitive process that requires integrating a variety of
thinking skills and background knowledge in an investigative process [13]. Thus, studies
examining middle school, high school, and college students’ engagement with scientific
modeling have highlighted a broad range of issues, including parameterization [15,
24, 27, 29]. Parameterization is the task of selecting values for a model’s parameters
and equations to define and/or test traits of a system’s key behaviors [15, 24]. The
parameterization task is often difficult due to a lack of domain knowledge and the
high dimensionality of the parameter search space [26]. First, domain knowledge is
required to constrain a range of possible values for a parameter (e.g., a sheep will
usually give birth to between 1 and 2 litters). Second, parameter search strategies are
required to systematically test the hypothetical changes in amodel with the large number
of parameters and the large range of values. As the parameterization in modeling is an
important and difficult skill for novice learners, it is necessary to understand why it is
difficult for them and how they struggle with it in order to provide them with cognitive
support.

This paper is a preliminary step towards the creation of a learner model and
technology-based cognitive scaffolding for scientific modeling. Thus, the goal of this

© Springer Nature Switzerland AG 2021
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paper is to understand how novices explore the parameter space and identify success-
ful/unsuccessful parameter search behaviors. The research questions associated with
this effort were: 1) How do novices explore the parameter space? 2) How do parameter
search behaviors relate to the success/unsuccess of the modeling task? Answering these
questions requires discovering learning behavior patterns and developing a learner’s
mental model, which can be learned from data mining, especially learning analytics
[8, 9].

In this study, we collected log data of 50 college students to observe their parameter
search behaviors and identify modeling behavior patterns by comparing the differences
between the groups who completed the task successfully and those who were unsuccess-
ful. The publicly and freely available modeling environment called VERA was used in
the experiment (https://vera.cc.gatech.edu/, [1, 2]). Although many studies have iden-
tified novices’ difficulties in parameterization [15, 24, 27, 33] and developed cognitive
scaffolds to support the parameterization task [4, 5, 12], they were limited due to the
dependence on the predefined expert models, referencemodels, or data. Instead, we posit
that interactive cognitive support should recognize themodelers’ differing intentions and
strategies as well as give personalized feedback according to the recognized behaviors
to help them test various hypotheses and ideas.

Our contributions are threefold. First, the results complement the body of research
on modeling behaviors for novice learner’s success and struggles. Second, our log data
study provides quantitative evidence for the model-fitting behaviors found in other pro-
tocol studies (for example, [15, 24]) and suggests that general-purpose cognitive support
may be insufficient for many students. Lastly, insights about the novices’ unproductive
modeling behaviors suggest useful directions for designing adaptive scaffolds.

2 Related Work

2.1 Understanding Novices’ Difficulties in Parameterization

Prior research has shown a number of difficulties for students doing quantitative mod-
eling by presenting a detailed analysis of their cognitive processes [15, 24, 27]. The
students typically struggled with defining and manipulating the system parameters and
deciding what parameter values to use in their equations. Most students had a strong
focus on adjusting model parameters to fit the empirical data or the given simulation out-
put graph without deeply thinking about the system [24, 27]. Many students had a hard
time understanding the indirect effects of manipulating the large number of simulation
parameters and the large range of values that can appear in a model [15]. Consequently,
the students tended to focus on the individual parameters separately instead of under-
standing the direct and/or indirect interactions among the components of a system as a
whole [15, 24]. The students’ difficulties in exploring the parameter search space have
negative correlations with the quality of the model that students created [24]. There-
fore, previous research emphasized the importance of adequate scaffolding that takes a
top-down approach during parameterization so that students can focus on explaining the
underlying mechanism [15, 24, 27].

Although these studies examined novices’ difficulties duringmodel parameterization
due to the high dimensionality of the parameter search space, they did not necessarily

https://vera.cc.gatech.edu/


Recognizing Novice Learner’s Modeling Behaviors 191

investigate why such difficulties emerge and how novices explore the parameter space.
In this study, we investigate how learners manipulate the parameter values and how
they use the output to guide adjustments to their models in detail to identify behavioral
signals and build a learner model. In addition, previous studies typically used directed
observations and verbal protocols to identify the difficulties of novices while working
on a modeling task. In this study, we used students’ interaction log data for detailed
analysis that provides a more objective analysis.

2.2 Adaptive Scaffolding During the Parameterization Process

Cognitive scaffolding provides support to learners while they are learning a new task and
enables them to do certain tasks that they may not be able to do without the support [10].
Adaptive scaffolding recognizes learners’ behaviors, intervenes when they are in need
of help, and reacts to different behaviors and issues during the task [19, 20]. Various
scaffolding strategies have been proposed to help learners developmodels, such as giving
feedback and hints on the student’s model as well as the student’s modeling process.
For example, sample equations have been given to support students’ quantification of
models along with the model diagrams they match and the output they yield [11, 15].
Real-world datasets have been given to help them set real-world quantities to use for
parameters in their models [5, 15]. Expert models and reference models have served
as ground truths to assess students’ models and give feedback by comparing against
behaviors generated by a correct expert model [4, 5, 28].

Most scaffolds only provide support with regard to setting up and defining the param-
eter values as defined scenarios, datasets, or reference models [4, 5, 11]. Typically, the
system monitors modelers’ models and gives corresponding feedback when there is a
mismatch between the learners’ models and the correct expert model or dataset [4, 5].
However, students may have different modeling goals, which sometimes do not match
the example model (e.g., students may want to explore ecological collapse rather than
stability). To support testing of new ideas ormaking novel hypotheses, adaptive scaffold-
ing should also be provided during parameter exploration to support various modeling
trajectories.

3 VERA for Ecological Modeling

VERA is an intelligent web-based ecological modeling application that allows learners
to explore ecological systems and perform “what-if” experiments [1, 2]. In Fig. 1, the
top image shows a screenshot of the model canvas in VERA where a learner can build
a conceptual model by adding biotic, abiotic, and habitat components and defining the
relationships among them. Conceptual models of ecological phenomena in VERA are
expressed in the Component Mechanism Phenomenon (CMP) language [17] that derive
from the Structure-Behavior-Function theory of modeling complex systems [14].

On the model canvas, the simulation parameters of each component that can affect
its simulation behavior can be changed in the right panel. To help learners quantify
the model, VERA uses the Smithsonian’s Encyclopedia of Life (EOL) digital library
to retrieve the structured data about the species and suggest the parameter values of its
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lifespan, bodymass, offspring count, reproductive maturity, etc. [2, 21]. VERA also uses
genetic algorithms for parameter optimization to fit the model to the data. [7].

After constructing the conceptual model in the model canvas, VERA generates an
agent-based NetLogo simulation (https://ccl.northwestern.edu/netlogo/, [31, 32]) based
on the model and the simulation parameters (See the bottom image in Fig. 1) [18]. In
this way, VERA integrates both qualitative reasoning in the conceptual model and quan-
titative reasoning in the agent-based simulation on one hand, and explanatory reasoning
(conceptual model) and predictive reasoning (simulation) on the other. At the start of the
COVID-19 pandemic, VERA Epidemiology (VERA-Epi) was created to support agent-
based versions of compartmental epidemiology models [6]. Thus, the infrastructure of
VERA has a degree of domain generality.

Fig. 1. The VERA system. (A) The model canvas, which provides a CMP model of the kudzu
food web. (B) Model components. (C) Simulation parameters. (D) The simulation output graph
– x axis: Time (months); y axis: Population. (E) Start, Stop, and Reset of the simulation output.
(F) The model components on the simulation results screen.

4 Study

We conducted an experiment in a live classroom setting to understand how novices
navigate the modeling parameter space while interacting with the modeling system. The
study was conducted during one 50-min class period in an undergraduate biology class
at Georgia Institute of Technology, a large, public R1 institution in the southeastern US.

https://ccl.northwestern.edu/netlogo/
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4.1 Participants

A complete log data of 50 students who are enrolled in an Introductory Biology course
in Fall 2019 was recorded (N= 50). Given the nature of the course and the students’ self-
assessments, the students were novice biologists and modelers who had limited biology
knowledge or experience in modeling. On a 1–5 Likert scale, the average familiarity
with biology was 2.80. The average self-perceived familiarity with modeling was only
2.22. The students did not receive any extra monetary compensation or course credit for
their time. The students were asked to do this as an in-class exercise relevant to what they
were learning for the course. Three researchers motivated students bymoving around the
classroom checking how they are doing and answering their questions. Additionally, two
instructors of the course were sitting back in the classroom to observe the study. While
the number of students enrolled in the class was 220, in our analysis we included only the
students attended the class on the day of our intervention, performed the class activity,
consented to study, and completed all of the assignments related to the intervention (e.g.,
pre-test, in-class test, and training session). Students who missed any of these steps were
eliminated from our analysis.

4.2 Procedure

Before the day of the class intervention, the students took a biology pre-test as a class
assignment to assess their baseline biology knowledge. During the intervention, we spent
approximately 15 min training the students on the concept of scientific modeling and
the use of the system. We introduced each of the modeling and simulation tabs and the
meaning of each simulation parameter, and thenwalked through one scenario of building
and revising a model. Next, the students were instructed to spend 25 uninterrupted min-
utes to complete a modeling task on a pre-built (kudzu) model (Fig. 1). The experiment
instructions were given through a Qualtrics survey. After the exploration, students took
an in-class biology test. All the students in the class used the modeling application on
their own laptops during the study.

4.3 Modeling Task

Without knowing the effects of the values of the kudzu bug population (KBP) in advance,
the students were asked to manipulate the population to select the best value for the
ecosystem stability (e.g., making sure that kudzu, the kudzu bug, and American horn-
beam all survive, creating a predator-prey cycle). The students were first asked to observe
the simulation results of the initial model that manifests a fast-growing kudzu popula-
tion. Then they answered three multiple-choice questions to test their understanding
about the phenomenon. Then they were asked to alter the KBP between 1 and 1000 to
provide what they thought to be the optimal value for the KBP for the stability of the
ecosystem (in terms of kudzu, kudzu bug, and American hornbeam) and explain their
reason in a short text. The initial model given to students manifested a fast-growing
kudzu population when KBP is 1.
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Fig. 2. The parameter spaces of the Kudzu Bug Population (KBP) and the simulation output
graphs for each space.

4.4 Data

We analyzed the 50 students’ log data and their submitted answers through Qualtrics. To
use the students’ biographic and school performance data, we obtained institute records
to de-identify and pair the data obtained during the study and the class performance data.
This was done in accordance with an Institute Review Board protocol (H18258). The
class performance data included students’ pre-class biology test and in-class biology test
scores, and the score on the exercise questions that were given about the kudzu behaviors
during the modeling task.

The students’ log data during the modeling task was analyzed to create a set of
features that were considered important and commonly used in prior work on analyzing
and assessing behaviors [3, 8, 9, 25]. Alongwith the features derived from prior work, we
created three new features to get additional information about themodeling behaviors. In
particular, we selected 10 features to analyze different modeling behaviors including 1)
the total number of attempts, 2) time spent on simulation (e.g., observing the simulation
results), 3) time spent on revision (e.g., changing the parameter values for each iteration),
4) the number of simulation pauses, 5) the median of the attempted values, 6) the number
of the attempted values in false ranges (e.g., out of the success range), 7) redundancy
(e.g., revisiting previously explored ranges), and 8–10) three test scores.

Deviation was used to identify how evenly the students explored the space by cal-
culating the standard deviation of the frequency of each space. For example, if student
A tried three numbers in range between 10 to 570 (Parameter Space B in Fig. 2) and
student B tried three numbers in range between 1–570 (Space A and B), student A will
have a higher deviation than student B. The number of explored spaces (num explored)
was created to identify how broadly the students explored the space by counting whether
they explored each of the three result spaces. For example, num explored is 1 if he/she
explored only one space (either A, B, or C), 2 if two spaces were explored, and 3 if
all three spaces (A, B and C) were explored. Success/Unsuccess was created to deter-
mine whether the modeling task was successful or unsuccessful based on the students’
answers. If the selected KBP value was between 10–570, it was given a score of 1 (Suc-
cess); otherwise, 0 (not a success). Consequently, a total of 13 features were used for
analysis.
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4.5 Results

Dimension Reduction. We used lda as a dimension reduction technique to find a linear
combination of the modeling features that were predictive of task success [13]. The
first component of the lda model and the biology knowledge feature were used as a
new set of features for the analysis. We scaled the feature values as few values have
different quantities which would impact the linear regression algorithm. Figure 3 shows
all students plotted with the biology knowledge and the first lda component with their
respective success labels.

Fig. 3. The scatter plot based on the LDA component and biology knowledge.

As shown in Fig. 3, 78% of the students (N= 39) found the parameter value that fits
in the successful range (expressed by orange “o”); 22% of the students (N= 11) did not
find the right parameter range (expressed by blue “x”). The students are divided into four
different categories and represented in each quadrant based on the performance and the
modeling type: (1) low performance/modeling type A, (2) high performance/modeling
type A, (3) low performance/ modeling type B, and (4) high performance/ modeling type
B.

The task success strongly correlates with the modeling type (r= 0.5265, p< 0.0001)
while it does not strongly correlate with the biology knowledge (r= 0.1939, p= 0.1771).
Specifically, themodeling behaviorApresented in quadrants 1 and 2 is considered amore
successful behavior than that in quadrants 3 and 4. For example, among the modeling
typeA in quadrant 1 and 2, 100%of the students successfully completed the taskwhereas
among the modeling type B, only 47.6% of the students successfully completed the task.
Among the high-performance group, 81.5% of the students successfully completed the
task. Among the low-performance group, only 72.22% were successful.
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LDA Features and Modeling Features Correlations. We looked into how the origi-
nal modeling features are correlated with the values of the first lda component and how
much they contributed to the different modeling types a and b. All the features showed
statistically significant correlations except for deviation (r = −0.24, p < .5). The most
significant features predictive of task success were the total number of attempts (r = −
0.65, p < .001), the number of attempted values in false ranges (r = −0.72, p < .001),
and the number of explored spaces (r = −0.56, p < .001). Which are all negatively
correlated with task success. The positively correlated modeling features are the time
spent on simulation (r = 0.29, p < .05) and the time spent on revision (r = 0.35, p <

.05), and redundancy (r = 0.42, p < .005).

Table 1. Summary of the parameter search patterns and descriptive statistics for successful and
unsuccessful students. Values are means (std error in brackets).

Pattern Relevant Feature Successful Unsuccessful

The students iterated
more times

The total number of
attempts

4.28 (1.50) 5.81 (2.56)

The number of
simulation pauses

2.92 (1.46) 3.30 (1.52)

The students spent less
time in observing the
simulation results and
changing the parameter
values

The time spent on
revision (normalized)

134.72 (85.02) 105.61 (55.36)

The time spent on
simulation
(normalized)

21.09 (17.09) 14.32 (4.87)

The students navigated
in false ranges

The number of
explored spaces

1.74 (0.63) 2.18 (0.40)

Deviation 1.27 (0.63) 1.48 (0.88)

The number of the
attempted values in
false ranges

0.89 (0.88) 1.81 (1.16)

The students revisited
the already explored
values and spaces

Redundancy 46.15% (18 out of 39) 72.72% (8 out of 11)

Modeling Behaviors. From the results, some patterns of parameter search can be
derived. The unsuccessful modeling behavior type b was more wandering. This means
that the students who fall into the modeling type b category iterated many times, and
their attempted values were more likely to be concentrated in the false ranges as they
navigated different parameter spaces. Table 1 is the summary of the parameter search
patterns of unsuccessful students who show modeling type b (e.g., all unsuccessful stu-
dents showed modeling type b, see Fig. 3). Note that the patterns of successful and
unsuccessful students are in complete contrast to each other.
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Doing many iterations is a commonly found behavior of novice search strategies
in modeling [15, 24, 29]. Our study additionally reveals how and why the students’
parameter search behavior is inefficient. The model-fitting behaviors observed by [15]
and [24] were quantitatively observed (e.g., trying similar values on a certain space). In
web search studies, [30] found two extreme learner groups: explorers and navigators, one
being highly variable and one being highly consistent. Our results indicate somewhere
in between showing both variability and consistency in their search interaction. For
example, the students of model type A were consistent in that their attempted values
were well balanced and less redundant, but also variable in that they tried broader space
than the students of model type B. Nonetheless, we expect that results can be varied by
task (e.g., well-defined task and complex sense-making tasks) and interface affordance
(e.g., numeric input and slide bar).

4.6 Design Implications for Adaptive Cognitive Scaffolding

The above results provide insight into adaptive scaffolding for modeling based on the
recognized parameter search behaviors and issues. The following design implications
may also be applicable to other quantitative modeling tools or systems that require
parameterization, including defining and adjusting the parameter values.

First, one common problem identified among unsuccessful students is that they
repeatedly explore the similar values that produce similar simulation outputs. Agent-
based models are stochastic, and the system behavior emerges out of interactions among
a large number of components [23]. Consequently, the students have to test similar
values many times to see their expected outcomes as it is difficult to predict which
component and parameter value changes the system behavior significantly. In other
words, the students heuristically have to learn the sensitivity of the parameters through
trial and error as each parameter has a different degree of effect on the simulation results
(e.g., some simulation parameters react more sensitively than the other parameters).
For example, Fig. 2 shows discrete spaces for KBP that produce significantly different
simulation behaviors. Such discrete spaces can be identified by automatically comparing
the simulation outputs and using them to suggest different spaces.

Second, the students that were unsuccessful in the modeling task often explored a
non-valid parameter search space. For example, we provided the students with a range
of numbers with which to explore the parameter space, but without this constraint, it is
more likely that students would take more time trying more numbers to find the valid
space. While the learner can freely explore the parameter space by experimenting with
various parameter values, the constraints can help the learner know whether his or her
model makes sense in the real world and explore the parameter space more efficiently
and effectively. In this process, the domain knowledge, such as the notion of exponential
growth, logistic growth, and carrying capacity in ecology, can be leveraged to help
narrow the parameterization space.

Third, the parameter values tried by the students were concentrated in one specific
region of the space. In this paper, the parameter space was divided into three meaningful
regions based on the kudzu behaviors (Fig. 2). Along with helping learners to search the
parameter space, it is also important to have them understand the model as a whole by
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having them exploring the three different parameter spaces rather than focusing on one
space. Although these spaces were divided manually by the researchers, the similarities
of the simulation results in different regions can be calculated to identify the distinct
spaces. Then, the interactive tool can encourage learners to observe the unexplored
spaces or to revisit the space to compare results, gain a deeper insight into structure of
the parameter spaces, and see the meaningful patterns.

Last, while previous studies such as [4, 28] assumed that there were right or wrong
models based on the expert or reference models, the learner can also try different values
just to test new ideas or make new predictions, for example, to probe whether the model
responds in predicted ways across a range of values. The system thus should be able to
recognize what the learner is trying to achieve in the model to give appropriate guidance.
For example, when searching the parameter space, increasing values can be a signal to
suggest the range of values of the next parameter search space; decreasing values can
be a signal to suggest the range of values of the previous search space.

5 Conclusion

We draw three preliminary conclusions from this research. First, our work confirms sev-
eral findings from earlier work reported in the literature: parameterization in scientific
modeling of complex phenomena is difficult because of the large number of parameters
in a model and the large ranges of the values of the parameters, and that many learn-
ers struggle with parameterization. We observed this struggle even with college-level
biology students. Second, general-purpose cognitive scaffolding in intelligent modeling
environments like VERA is not sufficient for many students. The incompleteness and
imprecision of the default values of the system parameters still leaves a large problem
space of parameter values to be searched. Third, this suggests that intelligent learning
environments need adaptive cognitive scaffolding to help learners navigate the large
search spaces. The provision of heuristics for the search might be one such scaffolding
yet to be evaluated.

In our study, we explored the parameter search strategies with one model component
and parameter. Having the learners explore far more complex space (many components
and many parameters) may give us different insights into parameter search strategies.
This work is an early step in understanding learners’ parameterization search patterns
and leaves many exciting questions to be answered with further research. The ability to
classify a learner’s search strategy is an interesting problem on its own, but a learner-
specific adaptive interface could test the feasibility of applying this type of results in
real-time and build learner profiles that will enable personalized interaction.
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Abstract. Understanding the diagnostic process and the interplay between gath-
ering and interpreting information can reduce the inaccuracies that lead to medical
errors. In this study, we examined the relationship between medical students’ (n
= 46) performance profiles and the type of clinical reasoning behaviors they exe-
cuted while diagnosing a clinical patient in the context of an intelligent tutoring
system, BioWorld [2]. Performance was measured by efficiency (similarity to an
expert solution), confidence, and time. We found three groups: high, low, and
intermediate performance. High-performing students were characterized by high
efficiency, intermediate students had average efficiency and confidence, and low
performing students were more characterized by low confidence rather than their
efficiency score. We found that the high performers put more effort in integrating
elements of the clinical case, a deep learning strategy. Unexpectedly, the high
and intermediate groups additionally selected more information from the patient
history, a shallow learning strategy. Our findings contribute to understanding of
learning of clinical reasoning skills using an intelligent tutoring system.

Keywords: Diagnostic performance · Clinical reasoning ·Medical students ·
Expertise

1 Introduction

Medical errors are the 3rd cause of death in the US [3]. The cause of medical errors in
74% of cases are associated with inaccurate synthesis and interpretation of information
[4]. These mistakes are more likely to occur among novice physicians who engage
in simple steps in the diagnostic process instead of connecting and contrasting pieces
of information [5, 6]. Therefore, understanding the diagnostic process and accounting
for the interplay between gathering and interpreting information of the clinical cases
can significantly reduce the inaccuracies that lead to medical errors. In an attempt to
contribute to this understanding, we explore the relationship between engagement in
clinical reasoning behaviors and diagnostic performance.
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1.1 Clinical Reasoning Behaviors

Clinical reasoning is the process by which health professionals diagnose patients [7]. It
implies a complex interplay between gathering and interpreting information [8]. Previous
research demonstrated that successful diagnosis is influenced by executing different steps
in the clinical reasoning process [9, 10].

When approaching a clinical case, physicians need to review the description of the
patient history and detect critical symptoms and relevant background events [5, 7, 9].
Additionally, physicians collect supporting information from literature and order lab tests
to confirm their diagnoses [7, 10]. Usually, physicians consider more than one diagnosis
and compare hypotheses by linking the patient symptoms, literature information, and
results from the lab tests [6, 10]. During this process, physicians classify the information
as supportive, neutral, or contradicting, and prioritize which factors are the most relevant
for making a final diagnosis [5, 9, 11].

The clinical reasoning actions taken by medical students reflect different learning
strategies used when approaching a patient [6]. It is more common to see shallow learn-
ing strategies among novice students which include information acquisition behaviors,
that involve collecting evidence to support a diagnosis from the patient history, literature
search, and ordering lab tests [5, 7, 10]. Students with expert like behaviors execute deep
learning strategies, i.e., information transformation behaviors, that involve differentiat-
ing the relevant from irrelevant information, generating appropriate hypotheses, linking
evidence, categorizing and prioritizing the most relevant information [6, 10, 12]. Low
performing medical students tend to rely on shallow learning strategies, and high per-
forming students rely on deeper learning strategies which leads them to more accurate
diagnosis [6].

1.2 Expert-Like and Novice Performance

Experts are characterized as being fast and accurate, consistently demonstrate superior
performance, and are able to distinguish relevant from irrelevant information [8, 13, 14].
During the process of clinical reasoning, expert physicians compare potential diagnoses,
and prioritize the most critical signs and symptoms, relying on experience [6, 10, 15].

Novice medical trainees, on the other hand, are less strategic and engage in less
metacognitive effort: they focus more on collecting data from patient history and review-
ing medical literature [5, 6], without connecting these pieces of information. Moreover,
novice physicians commonly make an error that can be termed “premature closure” in
which they stick with their first diagnosis, instead of contrasting this diagnosis with other
possibilities that could result in a different explanation [15].

In the clinical reasoning research students are usually classified a priori based on
performance results and the qualities of the clinical reasoning process are explored
afterwards [i.e., 12]. As such, performance is normally divided into two groups high and
low performance, mimicking expert-like or novice performance [6, 15, 16]. However,
recent empirical research showed that intermediate groups reflect relevant differences
that could lead to a better understanding of medical students’ diagnostic performance
[17]. Moreover, literature has reinforced the importance of accounting for different
measures of performance to have a better understanding of the factors that influence the
medical students’ diagnostic skills [12, 18].
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1.3 Intelligent Tutoring Systems to Understand Clinical Reasoning

Medical education increasingly uses simulators and computer-based learning environ-
ments to teach medical skills such as clinical reasoning. Intelligent tutoring systems
(ITS) are particularly designed to support instructional and learning processes [1]. The
uses of these technologies allow medical students to practice in authentic environments,
with no risk of damaging a patients’ life [2]. With the growing use of simulators and ITS
in learning, theories like the cognitive theory of multimedia learning [19] expose the
need to understand how the student cognition is impacted by the system characteristics.
Thus, this study aims to contribute to the understanding of medical students clinical
reasoning performance as they interact with an ITS.

Moreover, we examine the question of how an ITS for clinical reasoning can impact
medical students confidence when diagnosing virtual patients, since deliberate practice
[13] is expected to increase knowledge and expert like skills, thus augmenting confidence
when executing the activity. However, previous research has identified mixed patters of
medical students’ confidence when learning clinical reasoning with ITS. On one study,
confidence was high in cases of different levels of difficulty, as such, it was aligned for
easy caseswith correct diagnosis, however, in difficult cases students had amisalignment
of overconfidence confidence with an incorrect diagnosis [20]. Another study did not
show significant changes in confidence despite this association was expected [21].

We argue that it is relevant to understand differences in diagnostic performance
along a continuum to better measure and understand the clinical reasoning process in
the context of an ITS. To contribute to this understanding, the current study aims to
classify students based on different measures of performance. Particularly, based on
similarity to an expert solution, confidence in final diagnosis, and time solving the case.
We aim to understand differences in execution of different clinical reasoning behaviors
while diagnosing a virtual patient in an ITS.

2 Research Questions and Hypotheses

We pose the following research questions when diagnosing a virtual patient in an ITS:
RQ1. Do performance measures during a clinical reasoning task cluster (i.e. group)

medical students in a meaningful way?
RQ2. Is there a significant difference in frequency of clinical reasoning behaviors

between groups of students clustered by different measures of performance in a clinical
reasoning task?

H1. We expect to find three clusters: two opposing clusters and a third intermedi-
ate cluster. One cluster will reflect low performance with low similarity to an expert
solution (z-scores around − 1 in efficiency score), low confidence (z-scores around −
1 in confidence), and high time investment (z-scores > 1). A second cluster will reflect
high performance with high similarity to an expert solution (z-score around 1), high
confidence (z-score around 1) and low time investment solving the clinical case (z-score
around − 1). A third cluster will group intermediate students (z-scores around ± 0.5
on all behaviors). We expect a third group since earlier research showed intermediate
clusters present different performance characteristics [17].
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H2.We expect that the low performance cluster will engage inmore shallow learning
strategies reflected by higher execution of patient history, literature search, and order-
ing lab tests, whereas the high-performance will cluster will engage in more behav-
iors related to deep learning strategies, which will be inferred from occurrence of the
behaviors labeled as hypothesis generation, linking evidence and integration. We take
an exploratory approach on the intermediate cluster and thus do not have a specific
hypothesis.

3 Methods

The data used in this analysis was part of a larger project, which obtained REB approval
from a North American University.

3.1 Participants

46 medical students volunteered to take part in the study (23 female, 13 males, and 10
not reported), with an average age of 23.61 (SD = 3.11). Gender among groups did not
have a significant statistical difference.

3.2 Task: Diagnosing a Virtual Patient in BioWorld

Participants diagnosed virtual patients in BioWorld [2], an ITS [22] (see Fig. 1).
BioWorld allows students to deliberately practice [13] clinical reasoning skills in a
safe and authentic virtual environment [2]. The BioWorld interface is a research and
learning tool designed to scaffold students to follow expert-like steps to diagnose virtual
patients. Medical students start by reading the patient case, in which they can highlight
relevant symptoms and background information to set potential diagnoses. Students can
obtain supporting literature in an online library and request lab tests that can aid them
in formulating a differential hypothesis. Students can also compare different potential
diagnoses, link evidence from the collected information from the patient history, library,
and laboratory tests, and they set a confidence percentage for each diagnosis. When the
students select a final diagnosis, they categorize and prioritize the supporting evidence
that led them to their choice and write a case summary that synthesizes the most rele-
vant information. BioWorld as an ITS, individualizes feedback by using a novice-expert
overlay system, highlighting similarities and differences comparing evidence items of
the student and the expert solutions [22]. The system shows the case accuracy and effi-
ciency compared to an expert solution. Accuracy refers to correctness of final diagnosis,
students see a green checkmark if their final diagnosis is correct, or a red cross in case
it is different from the expert solution. Efficiency is calculated by similarity to an expert
solution accounting for categorized and prioritized evidence, students see the percent-
age of similarity calculated by comparing the information selected by them and by the
expert. Students can read the expert’s summary to understand their reasoning process.
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Fig. 1. Screenshot of BioWorld interface

3.3 Measures

Student interaction with BioWorld is saved in a system log file. The log file records stu-
dents’ actions, which were used to categorize clinical reasoning behaviors, time stamps,
and performance measures such as final diagnosis accuracy (correctness), confidence,
and efficiency.

Performance. For the current study, the selected measures of performance were effi-
ciency, confidence, and time. The students select their confidence in final diagnosis on
a scale of 0 to 100. Efficiency is calculated by similarity of evidence compared to an
expert solution in a score from 0 to 100. Time was calculated by subtracting the time of
final diagnosis minus start of the case.

Clinical Reasoning Behaviors. Clinical reasoning behaviors were coded based on the
actions in the log file reflecting six behaviors: adding patient history, library search,
ordering lab tests, selecting hypothesis, linking evidence, and integrating (categorizing
and prioritizing) case information. For controlling for time difference, relative frequen-
cies were calculated as if students spent one hour solving the case. Raw frequency of the
participants’ behaviors was divided by time on the case and the resulting number was
multiplied by 60.

3.4 Data Analyses

Data Screening. For finding univariate outliers the behaviors and performance mea-
sureswere transformed to z-scores in IBMSPSS. The behaviors of adding patient history,
laboratory tests, library search, linking evidence, and integration had univariate outliers,
identified by z-scores above ± 3.2. Outliers were replaced with the closest non-outlier
score [23].

Performance-Clusters Extraction and Differences in Clinical Reasoning Behaviors.
For answering RQ1, a K-clusters analysis was conducted on three measures of per-
formance while solving a clinical reasoning task: efficiency, confidence, and time.
Measures of performance were converted to z-scores to conduct a K-means cluster
analysis in IBM SPSS. The number of clusters (i.e., three) was selected based on earlier
empirical work [17]. To answer RQ2 and find group differences in frequency of clinical
reasoning behaviors, a series of analysis of variance (ANOVA) were conducted.
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4 Results

Table 1 shows descriptive statistics of performance measures and clinical reasoning
behaviors.

Table 1. Descriptive statistics of clinical reasoning performance and behaviors

Variable name Mean SD

Efficiency 53.24 17.78

Confidence 74.65 17.82

Time 23.81 10.26

Hypothesis 37.61 21.39

Integrate 105.8 58.30

Library 17.89 18.18

Linking 37.96 35.11

Patient history 41.61 16.25

Order lab test 37.02 17.28

For answering RQ1 a three-cluster k-means cluster analysis was conducted. The
analysis required three iterations to create differentiated clusters, which is considered
acceptable as it successfully showed different clusters in a small number of iterations.
Cluster centers were found by z-scores and were used to interpret and label each cluster.
Students in cluster one (n = 17) had the highest efficiency scores (z = .83), average
confidence (z = .50), and spent the lowest time solving the case (z = −.68). Students
in the second cluster (n = 19) had an average efficiency (z = −46), average confidence
(z = .33), and were the ones that invested the most time in the case compared to the
other groups (z = .68). Finally, the third cluster (n = 10) had the lowest, yet average,
efficiency (z= − .54), the lowest confidence (z=−1.48), and average time (z= − .13).
In conclusion, cluster one was labeled as high performance, cluster two as intermediate
performance, and cluster three as low performance.

Analyses of variance (ANOVA)were conducted to find group differences (IV: cluster
membership) in frequency of the different clinical reasoning behaviors (DV: frequency
of clinical reasoning behaviors). Equal variances were assumed with a non-significant
homogeneity of variance for all the behaviorswith aLevene’s F (2, 43) ranging from1.21
to 1.87, and a p–value ranging from .213 to .317. The results of the ANOVAs revealed
a significant difference in the behaviors of integrating information (F (2, 43) = 1.05, p
< .001) and adding patient history (F (2, 43) = 17.19, p < .001).

Post-hoc analyses using LSD were conducted for the clinical reasoning behaviors
that had a significant difference across groups. For integrating information, participants
in the high performing group (M = 154.82, SD = 40.67) had a higher frequency of
this behavior compared to the intermediate (M = 76.52, SD = 54.03; p < .001), and
low performing group (M = 105.87, SD = 52.30; p< .001). For adding patient history,
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the high-performance group (M = 54.47, SD = 12.29) had a higher frequency of this
behavior compared to the intermediate group (M = 30.21, SD = 10.41; p < .001),
and the low performing group (M = 41.40, SD = 15.76; p = .011). Additionally, the
intermediate group significantly added more patient information compared to the low
performing group (p = .026).

5 Discussion

Thefindings successfully supported the hypothesis thatmedical students can be clustered
by different measures of performance. As expected (H1), three groups were found:
high performance, low performance, and intermediate performance. In line with our
hypothesis, the high-performance cluster had the highest efficiency scores, and invested
the lowest time in the case. However, the findings did not support the expectation of
high confidence. Similarly, the intermediate cluster met the hypothesized measures,
with average scores in confidence and efficiency; contrary to our hypothesis, this cluster
spent more time solving the case. Finally, the low performance cluster had the lowest
confidence and efficiency score, yet spent average time.

The expectations about group differences in frequency of clinical reasoning behav-
iors were partially supported (H2). As expected, the high performing group engaged
more in integration, a deep learning behavior, compared to the intermediate and low
performing clusters. Contrary to our hypothesis, the high performing group added more
items from the patient history, a shallow learning behavior, compared to the intermedi-
ate and low performance clusters. Moreover, the intermediate cluster additionally had
a higher frequency of adding patient history items compared to the low performance
group. This finding might be explained by the fact that medical students in the high
and intermediate clusters collected more information from the patient history, and were
capable of connecting patient history data with the final result. The high performing
group also invested more effort categorizing and prioritizing information, thus, students
in this group took more information from the patient history, yet put efforts to connect
the gathered information in a more expert-like manner. On the contrary, students in the
low performing cluster likely focused less relevant information and put less effort in
connecting information [6, 10, 15, 16].

Our findings revealed that low performing students had low confidence, which char-
acterized them more than their efficiency score. In medical fields, confidence has been
associated to more effective use of clinical skills and success in clinical practice [24].
Our findings do not align with previous research that identified overconfidence with
poor performance levels when diagnosing virtual patients [20]. In a high-stakes field as
medicine, confidence is a relevant factor when approaching a patient and, in this case,
diagnosing correctly; therefore, more research in this area is needed to clarify medical
students’ confidence when diagnosing virtual patients in an ITS. We suggest medical
instructors to create interventions to increase medical students’ metacognitive skills to
assess critically their knowledge and confidence when approaching a clinical case, and
improve their diagnostic skills.
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A significant limitation of our study is the small sample size (n= 46). Future research
should account for a larger sample that can potentially identify clearer differences among
clusters and among the different clinical reasoning behaviors. Beyond the small sample
size, case-correctness could not be calculated. Future research should also explore if
the proposed clusters differ in diagnostic accuracy. Unfortunately, we could not access
previous experience of the participants. However, future studies should control for years
of education and practice to identify if these factors influence the results.

6 Conclusion

This study confirms that different measures of clinical reasoning performance (i.e.,
confidence, efficiency, and time) can account for student differences and can be used to
classify medical students. Particularly, we successfully identified a high, intermediate,
and low performance group. Such groups differed in the way they approach the clinical
reasoning task, reflecting different engagement in learning strategies when diagnosing
a virtual patient in an ITS. The findings support the relevance for medical students
to improve diagnostic skills by management of time, efficient learning strategies and
confidence in their own clinical reasoning skills.

Our findings contribute to understanding the clinical reasoning process medical stu-
dents use when learning to diagnose a patient in an ITS. Particularly, we confirmed that
medical students with more expert-like performance engaged in more synthesizing and
interpreting information, which is likely to lead to fewer medical errors. Moreover, we
identified that novice students had lower confidence. In an attempt to improve medical
students’ diagnostic skills, we suggest that medical instructors create interventions for
medical students to deliberate practice [13] clinical reasoning skills, particularly inte-
grating case information, and increasing confidence about their knowledge and skills.
Intelligent tutoring systems [1] can serve as a mean for medical students to practice in
safe authentic environments.
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Abstract. The classroom environment is a major contributor to the learning pro-
cess in schools. Young students are affected by different details in their academic
progress, be it their own characteristics, their teacher’s or their peers’. The com-
bination of these factors is known to have an impact on the attainment of young
students. However, what is less known are ways to accurately measure the impact
of the individual variables. Moreover, in education, predicting an end-result is not
enough, but understanding the process is vital. Thus, in this paper, we simulate the
interactions between these factors to offer education stakeholders – administrators
and teachers, in a first instance – the possibility of understanding how their activ-
ities and the way they manage the classroom can impact on students’ academic
achievement and result in different learning outcomes. The simulation is based on
data from Performance Indicator in Primary Schools (PIPS) monitoring system,
of 65,385 records that include 3,315 classes from 2,040 schools, with an average
of 26 students per class collected in 2007. The results might serve teachers in
solving issues that occur in classrooms and improve their strategies based on the
predicted outcome.

1 Introduction

Young students form the bases of our societies. The way they interact with their envi-
ronment and how it affects their achievement has been an interest of literature for years
[4, 5, 29]. It is important to provide young students at such a young age with a respectful
and suitable environment for learning, to eliminate the disturbances or minimise them
when they occur. Creating this desired environment requires the full understanding of
the interactions and their anticipated consequences in classrooms.

Interestingly, however, the literature on classroom simulation is limited. A relatively
recent attempt by Ingram and Brooks [15] aimed to understand specifically the effect
of seating and friendship groups on attainment. Their model calculates a weight for a
number of influences, e.g. proximity to teacher, peers’ state and student’s own inclination
to be either productive or disruptive. Their model takes into consideration the effect of
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teacher proximity to a student, as well as the student’s friends’ state. Specific types of
disruptive behaviour was not addressed in this work, but, importantly, simulation of
attainment was.

In this paper we aim to move further and understand the effect of having dis-
ruptive students in a classroom through simulating Inattentiveness and Hyperactivity
behaviours. According to the World Health Organization [37], Inattentiveness indicates
moving between tasks, leaving one unfinished before losing interest, while Hyperactiv-
ity implies excessive movements, particularly in a situation where calmness is expected,
such as remaining in one’s seat. The two types are symptoms of the Attention-deficit
hyperactivity disorder (ADHD) that has a prevalence in 5.9% to 7.1% of the children
and adolescents [24]. Our work considers a student’s achievement and the influence of
teachers’ as well as peers’ characteristics. We use a fixed positioning of students, as in a
regular classroom setting [16], therefore a friend’s state (assuming they are not proximal
to the student in question) cannot be considered an influence, as in the case depicted
by Ingram and Brooks [15]. However, due to our agent-based approach, this could be
generalised to classrooms with more movement. Importantly, we take into consideration
the level of teacher quality and control as an added influence on student state transitions.
Specifically, we aim to answer the following research questions:

R1. To what extent does the existence of (different types of) disruptive students affect
other students? (specifically, inattentive or hyperactive students)
R2. How does teaching quality and teacher control along with peer characteristics
contribute to the achievement of young students in a disruptive classroom?

2 Related Work

2.1 Disruptive Behaviour in Classrooms

The issue of disruptive behaviour of students from different age groups has been
addressed in several studies [13, 14, 30]. In classrooms, we usually find a number of
students, up to a quarter of a class, who display some form of disruptive behaviour [10].
Such students regularly show lower academic performance than their peers in the same
class [7]. Additionally, the presence of disruptive behaviour in a classroom can increase
the general disruptive level in that class. Shin and Ryan [28] explored whether the provi-
sion of emotional support by teachers could ameliorate high levels of disruptiveness in
classrooms. They found that classes low in teacher emotional support had higher level
of disruptiveness by the end of the year compared to classes high in teacher emotional
support. It was found that students in classes with low teacher emotional support were
more likely to have similar disruptive behaviour as their friends, which shows the effect
of a teacher against peers’ influence. Therefore, emotional support by teachers showed
to be effective in reducing disruptive behaviour. Taking measures to ensure stability in
classrooms and reduce disruptive behaviour is vital, as such behaviour is linked to low
achievement of the whole classroom [25]. Bourne [3] used ‘economy tokens’ as a mea-
sure of reducing unwanted behaviour in the classroom, which decreased some disruptive
behaviours to over 50% by the 7th week of the experiment.
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2.2 Agent Based Modelling in Education

Agent based modelling (ABM) is a tool for modelling systems through software agents
and their interactions in an environment. Agents interact with other agents and with the
environment based on a set of behaviours driven from their defined characteristics. An
agent can represent an individual or a group and their relationships in a simulation are
represent social relations [19].

Agent based modelling has been adopted in the field of education, to serve different
purposes. Some utilised it as a support of the learning activity, by modelling games for
younger students, such as the case with Ponticorvo et al. [27], where they introduced a
general ABM framework for designing digital games for young students by capturing the
common features of educational materials and describing them in terms of interacting
agents. A model of student behaviour [26] focused on cheating in assignments. Their
model showed a strong connection between cheating and participating in extracurricular
activities, as students who participated more in extracurricular activities had less time to
finish their homework. Mauricio et al. [22] used a multi-level model, as well as ABM,
to explain the differences in effectiveness between schools using social ties. The model
presents peers’ effect in the form of friendships that affects a student’s learning attitude
and teacher’s effect through feedback and attention given to each group based on their
academic performance. It assumed that more attention is given by teachers to higher
performance groups than lower performance ones. Not enough attention has been given
to the simulation of factors of a learning environment, thus, we simulate the effect of
disruptive behaviour of young students and peers in the classroom. We use a disruptive
score range defined by scales with items that is almost identical to the diagnostic criteria
for ADHD in the American Psychiatric Association’s Diagnostic and Statistical Manual
of Mental Disorders (American Psychiatric Association, 1994) [23]. The model also
takes into consideration different technical backgrounds of education practitioners, by
providing a user-friendly front-end that allows them to easily use the model and observe
its output during the simulation run. Validation process is complicated and requires
sufficient real data to compare with [17]. We use the correlation coefficients comparison
between input variables and output variables from real data and the model’s simulated
data.

3 Data

The main source of data was obtained from the Performance Indicators in Primary
Schools (PIPS) monitoring system [33, 34]1, in which young students were assessed at
the start of their first year in elementary school and again at the end of that year. Specifi-
cally, assessments were carried out at the start and end of the academic year 2007/8. PIPS
was run by the Centre for Evaluation andMonitoring (CEM) (www.cem.org) at Durham
University, UK [12, 36]. The assessment process also provided a score, given by the
teacher, for symptoms of disruptive behaviour (i.e. Inattentiveness in a range from 0 to
9, Hyperactivity with a range of 0 to 6) for each student at the end of the school year. The
data contains 3,315 classes from 2,040 schools with an average of 26 students per class.

1 RR344_-_Performance_Indicators_in_Primary_Schools.pdf (publishing.service.gov.uk).

http://www.cem.org
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The dataset has 65,385 records of students that include the mentioned Inattentiveness
and Hyperactivity scores, as well as gender, and scores with a mean of 19.7 and 39.3 for
the initial and end of year assessments of Math, respectively.

4 Methodology

As noted, we used Agent Based Modelling (ABM) to create a simulation of the learning
process interactions. This is because the target stakeholders for our research question
are human stakeholders in education, such as educational researchers, teaching admin-
istrators, teachers and, ultimately, students. We need to not only predict a fixed-point
outcome (e.g. end of year results), but also be able to simulate how changing variables
(e.g. the way of teaching a class) influence the outcome at different points in time (e.g.
during a class, at the end of a class, at the end of a given number of classes, etc.).

From a technical point of view, the model was built using Mesa, which is an ABM
framework in Python licensed byApache2 [21].Mesa provides a browser-based interface
to visualise the model, which allows the use of interactive tools while running the model.
This is especially useful during this COVID-affected time, when most interaction has
moved online. Moreover, as it is coded in Python, it also has access to Python’s large
analysis tool library, such as SciPy for scientific computing, Pandas for data analysis
and Matplotlib for visualisation.

From a visualisation point of view, a classroom is presented in the simulation as a 5
× 6 grid to satisfy the limit of class size being 30 students per class in the UK [8]. Shown
as coloured circles, students start the class session in a random state of either learning,
passive, or disruptive. The state becomes a learning state (in green) when the student has
a low disruptive behaviour score. It turns into a disruptive state (in red) if the student has
a high disruptive behaviour score or the student’s Disruptive Tendency score exceeds
the threshold (Disruptive Tendency and Disruptive threshold are defined in Sect. 4.1),
where 1 tick in the model represents 1 min. When a student is being disruptive, he or
she may affect the state of their neighbours, depending on the neighbours’ disruptive
score and the level of Teacher Control and Teaching Quality. As previously stated, every
student has two disruptive behaviour scores: Inattentiveness and Hyperactivity, ranging
from 0 to 9 and 0 to 6, respectively (as per PIPS). These values could in the future be set
at the start of a class; for now, our model initialises each randomly. Students also have
other attributes that will be explained in Sect. 4.1.

A Math lesson lasts for 45 min (as recommended by the Department for Education
and Skills, 2002), where a student will be moving between the three states: passive,
learning and disruptive (as modelled using the PIPS data). Figure 1 shows a flow chart
of the model we have created to illustrate the change of the student state.

4.1 Variable Definition

The model offers first switch variables that can be manually altered for each run, as
described below. These are partially informed by variables recommended by PIPS
researchers, and partially self-derived. We discuss implications of choices in Sect. 7.
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Fig. 1. SimClass model flow chart

Inattentiveness and Hyperactivity Switch: This variable switch can be tuned to
indicate a high or low level of Inattentiveness/Hyperactivity behaviour in a class.

Teaching Quality/Teacher Control Switch: This switch varies the quality/control of
teaching, ranging from 1 (weak) to 5 (excellent) this scale is defined for this model and
was not taken from PIPS, as it is not available; its purpose is understanding the effect of
this variable as a part of the learning environment factors.

Attention Span Switch: This variable represents the length of simulation time (ticks)
the student maintains their learning state.

The model also computes a number of derived variables during the simulation runs,
defined as follows below.

Initial Disruptive Tendency: Students will be allocated this value based on their
Inattentiveness. We propose to compute it using the following formula:

DTinitial(s, c) = I(s) − μ(s, c)

σ (s, c)
(1)

Where I(s) is the Inattentiveness score of student s; μ and σ are the mean and standard
deviation values of Inattentiveness’ scores for class c of student s that is taken from PIPS
data for a realistic setting.

Disruptive Tendency: This variable will change over time - students who are disrupted
frequently will be affected and their disruptive tendency will increase. The length of time
a student will be in a disruptive or a learning state will be affected by a student’s own
characteristics, as well as that of the teacher’s and peers’:

DT (s, c,Tcurrent) =
(
D(s, c, (Tcurrent − 1) − L(s, c, (Tcurrent − 1)))

Tcurrent − 1

)
+ DTinitial(s, c)

(2)

WhereD(s, c, Tcurrent) represents the number of ticks (minutes) when the student swas
in a disruptive state till Tcurrent , while L(s, c,Tcurrent) represents their learning state’s
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ticks until Tcurrent . The higher the disruptive tendency becomes, the higher the chance
that the student will change to a disruptive state; Tcurrent represents the number of ticks
that passed since the beginning of the school year.

Math Attainment Level: This variable accounts for individual differences between
students; it is derived from their initial score in Math as follows [31]:

A(s, c) = Smath(s, c) − μsmath(c)

σsmath(c)
(3)

Similar to disruptive tendency, we use the z-score of student s’s initial assessment in the
Math subject, Start Math, Smath(s), defined below, because we wish to obtain informa-
tion on varying from an average value, as opposed to absolute values. μ and σ are the
mean and standard deviation values of Start Math scores for class c of student s that are
computed before the simulation is initialised, either from PIPS data or model generated
random data for the Start Math variable.

Start Math: This variable can be taken from PIPS or produced randomly by the model
for each student. Its range (0–69) corresponds to the PIPS data range. Here, we took the
values from PIPS, to simulate a realistic environment.

Start Math Scaled: As number of ticks the students learn indicate here their final score
in Math, we have rescaled the Start Math score to represent minutes of learning:

Smathscaled (s, c) =
(
eSmath(s,c)

) 1
n

(4)

We use n in the exponent to fit the logarithmic function to map the ‘learning Minutes’
into ‘Score’ in a similar manner as the work of [22], who used the logarithmic function
to map ‘Teacher feedback’ into ‘Score’. To fit the logarithmic function, we use the total
number of minutes the students would possibly have in a school year, which equals to
end-time = 8550. Since log8550n= 69, we calculate n to be ≈7.621204857.

End Math: The simulated End Math score is shown in Eq. 5, where L(s, c, Tend−time)

represents the total learning time student s had throughout the simulated year:

Emath(s, c) = log(L(s, c,Tend−time) + Smathscaled (s, c))
n + A(s, c) (5)

Disruptive Threshold: Represents one standard deviation above the mean disruptive
tendency of the class [2, 11].

4.2 Functionality

As per Fig. 1, students would be in a learning state if one of the following occurs:

• Disruptive Tendency is lower than the Disruptive Threshold of class.
• Disruptive Behaviour is low, and Teaching Quality or Teacher Control is high [35].
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• Current state is passive, and more than half of the neighbours are in a learning state.

Students will be in a passive state if one of the following situations occurs:

• Disruptive Tendency is higher than the Disruptive Threshold, but Teacher Control or
Teaching Quality is high.

• Current state is disruptive, but Teacher Control is high.
• Disruptive Behaviour is low, and Teaching Quality is low.
• Two neighbours are disruptive.
• Ticks of learning state exceed the attention span value.

Students will be in a disruptive state if one of the following situations occurs:

• Disruptive Tendency is higher than the Disruptive Threshold, and Teacher Control or
Teaching Quality is low.

• Disruptive Behaviour is high, and previous state is passive.
• Previous state is disruptive, and Teacher Control is low (regardless of disruptive score)
[35].

• Four or more neighbours are disruptive. The threshold of four is arbitrary defined for
our current model, but can be further set by simulation requirements.

An ABM agent is a self-directed independent entity with attributes and protocols
of interaction with other agents and their environment [20]. Our agent representing a
student will remember its previous state and choose the next state based on earlier states.
For example, if a student is disruptive for long, they can change to either passive or
learning, based on characteristics or statuses of the teacher and neighbours. The model’s

Fig. 2. Running the SimClass model with inatentiveness = 0
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simulation visualisation (Fig. 2)will display the changes in student states during aminute
(tick) in a lesson, with a line graph (below) that updates as the model runs. The graph
follows the total number of disruptive students and learning students in every tick of the
model. The black line represents the average End Math score of the class computed on
every tick, while the red and green line represents the total number of disruptive and
learning students.

5 Data Analysis

To answer the first research question, R1, and understand the effect of disruptive students
on other students (here, the whole class), we explore the relationship between disruptive
behaviour and End Math scores (here, representing general attainment – see Sect. 1).
Specifically, we compute this End Math average score in classes with high number of
disruptive students and then compare it with classes with lower number of disruptive
students. We define the (set of) disruptive students as DS ⊆ S:

DS = {s ∈ S, where ds(s) ≥ M } (6)

M = {median(ds(s))|s ∈ S } (7)

Where S is the set of all students, s is an individual student, ds(x) is the disruptive score
function, andM is the median. The median, rather than mean, was chosen to define the
threshold, because the data, according to Shapiro’s test, is not normally distributed [1].
According to the data from PIPS, Inattentiveness has a median of 5, while Hyperactivity
has a median of 3.

Out of 3,315 classes in the data set there were 2,337 classes with students categorised
as disruptive. To have a deeper look into the data, we calculated the percentage of
disruptive students per class and the average of the End Math score for that class and
compared the two. Table 1 shows the correlation test results, where we can see that the
percentage of disruptive students has a higher negative correlation (of −0.16) with the
average of End Math. This suggests an effect of the number of disruptive students in a
class over the general attainment - represented by End Math scores - in that class.

Table 1. Correlation test between disruptive behaviour and math scores

Start Math End Math Average End Math

Inattentiveness −0.27 −0.33 −0.07

Hyperactivity −0.14 −0.18 −0.06

Percentage of disruptive students −0.04 −0.06 −0.16
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6 Results

Running the simulation model for 8,553 ticks represents a 45 min Math lesson a day
for 190 days in a year [18]. We here present 3 runs with different parameter inputs, to
observe their effect on student End Math scores. Results are shown in Table 2.

Run 1: In the first simulation run, we set all parameters with the maximum value for
each (Teaching Quality and Teacher Control= 5, Inattentiveness/Hyperactivity = 1 and
Attention span = 5). We chose this setting to be the baseline, to allow us to explore the
different impact of each parameter in other runs.

Run 2: In this run of the model, we switched off Inattentiveness and kept the rest of
the parameters at maximum value, in order to understand the effect of Inattentiveness
variable over the results when compared with the baseline.

Run 3: Here, we aimed to observe the impact of Teaching Quality; therefore, all param-
eters had the maximum possible values of their ranges, except Teaching Quality, which
was given the lowest possible value from its range, i.e., 1 out of 5.

Table 2. Results of End Math and disruptive tendency variables of three runs

 Math Disruptive Tendency  
 First tick (Start Math) Last tick (End Math) First tick Last tick 
Run 1 27.43 43.08 1.16 0.12 
Run 2 27.43 66.16 0.73 -0.53 
Run 3 27.43 36.45 1.05 -0.07 

7 Discussion

Three different parameter inputs into the simulation model provided different results.
Therefore, we computed Cohen’s d to present the effect size between the three runs (see
Table 3). An effect size of .2 is considered small, .5medium and .8 large [6]. We can see
that the effect size is large between the runs. We used t-test and found the differences
between End Math scores of the three runs to be statistically significant.

Table 3. Cohen’s d and t test between End Math scores of all runs

 End math (Run 1) End math (Run 2) End math (Run 3) 
End math (Run 1) - 1.43 (p = 4.13e-42)  7.81 (p=  6.41e-07) 
End math (Run 2) - - 9.12 (p = 3.09e-37) 
End math (Run 3) - - - 

In the case of the third simulation, whenTeachingQualitywas reduced, the EndMath
results produced by the model were the lowest, with an average of 36.45, indicating that
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students made the least progress in Maths of all runs. This means that Teaching Quality
as a characteristic of the teacher influenced the attainment of the class by the end of the
year. Additionally, we can see that students had also the highest disruptive tendency in
this run. In contrast, the highest average of End Math scores was seen in the second run,
when the Inattentiveness switch was off, resulting in 66.16 for the average End Math
score, which presents an answer to Run 2 showing a negative effect of disruptive students
in a class over their attainment. An average of 43.08 falls in between the previous two in
the baseline run, when all variables used in the model had the maximum value allocated
for each range. To compare with the real-world PIPS data2, we ran a Pearson correlation
test for the three different simulation runs.

Table 4. Correlation test between simulation runs results and model variables (8,553 ticks)

End Math
(Run 1)

End Math
(Run 2)

End Math
(Run 3)

End Math
(PIPS)

Start Math 0.71 0.74 0.66 0.70

Inattentiveness −0.31 −0.09 −0.38 −0.34

Hyperactivity −0.13 −0.11 −0.12 −0.18

Table 4 shows that the correlation results of the three runs are close to End and Start
Math of PIPS data, which was (computed separately to be) 0.70. The nearest correlation
score to PIPS data can be seen in the first run, with 0.71, where all parameters had the
maximum values possible. Therefore, we computed the correlation between this run’s
simulated End Math and PIPS End Math and found the correlation to reach 0.68. These
results can be used for finding adjustment of the model such as adding elements of
learning, changing ticks representation and adjusting neighbours’ affect.

Next, we consider our various parameters in more details.We have used here inatten-
tiveness as disruptive, but this may not be the case. It can be passive, such a daydreaming.
But impulsivity can be disruptive. As we do not have a direct measure of disruption,
anything in the model is a proxy. Follow-up work can look into the relation between
Disruptive Tendency and its impact on personality. We have here simulated, analysed
and compared results at classroom level, and compared averages. We showed the link
between pupil disruption and Math attainment for pupils and for classes, i.e. at two
levels. This naturally leads to multi-level models for future simulations. Beside the 3
runs presented here, we have run simulations with various parameters. More structured
experiments are planned with models with slight variations, gradually moving toward
each of the extremes represented here as Run 1, Run 2, Run 3, and graph the results. A
related issue, to be addressed by multiple runs, is the stability of the models – howmuch
variation there is when parameters hardly change. Start Math scaled, introduced here, is
currently rather deterministic – if we know howmuch time has been devoted toMaths we
will know the score in Maths. But children’s Maths scores rise and flatten and rise again

2 Please note however that PIPS data is only available for Start Math and End Math, thus only the
start and end of the simulation process.
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and stagnate in unexpected ways. Future work could contain an element of randomness,
to note if results change significantly. The model can then be applied by teachers to
understand the effect of the disruptive students in each classroom depending on their
numbers, positions and work towards minimising this effect through management styles
or rearrangements. Teachers can use the model by uploading their own dataset for initial
scores or have the model generate these scores randomly. They can then set the range
of available parameters to the setting they would like to explore and run the model. The
simulation will display in real-time output showing the changing variables over time.

Limitations include addressing only Inattentiveness and Hyperactivity as factors
influencing disruptive behaviour in class, while other student characteristics, such as
gender or social economic status, might impact on disruptive behaviour. Also, data
are from only one country (UK), and are from 2007. Society’s evolution means young
students are more digital natives than ever, social interactions have evolved. Finally,
more student characteristics could be modelled and simulated to further fine-tune the
results.

8 Conclusion

This paper has presented an ABM model design to understand the effect of disruptive
young students in a classroom environment using the PIPS data. Themodel simulates the
interactions for one school year. The results show an increase in average EndMath scores
when the Inattentiveness variable is reduced, which confirms the effect of disruptiveness
in a class over attainment, conforming to the PIPS data. In contrast, a decrease in the
average EndMath scores was seen when the Teaching Qualitywas reduced, showing the
effect of teacher characteristics over students’ attainment. The model was created using
a user-friendly front, which allows users to make adjustments to the model easily to
find how to apply pedagogical strategies. Future work includes exploring and validating
further additions to this model, such as teacher intervention using rewards or adding a
teacher assistant to observe the impact over attainment.
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Abstract. Interactions based on the learners’ state of understanding
and their attitudes toward tasks are considered important for realising a
support system for collaborative learning. In this study, as a first step,
we tried to detect whether the learner’s state is Passive in the ICAP
theory from the data obtained during collaborative learning. We actually
conducted an experiment of collaborative learning between participants
and obtained data on facial features, gaze directions, and speech state
during the experiment. Based on these data, we investigated clues to
classify the status of ICAP as either Passive or not. As a result, we
were able to find several candidates. On the other hand, in the state
classification of participants’ states using these independent variables, it
was not possible to show high accuracy. In future experiments, we plan
to simultaneously measure physiological indices as a clue to estimate
participants’ internal state.

Keywords: ICAP framework · Collaborative learning · Learning
support

1 Introduction

Collaborative learning is effective at promoting one’s own understanding by
incorporating different perspectives [3,9,12]. Several important interactions are
required for the success of collaborative learning. Interactions based on the
learners’ state of understanding and their attitudes toward tasks are considered
important [7]. Computer Supported Cooperative Learning (CSCL) and Intelli-
gent Tutoring Systems (ITS) have been proposed to provide such interactions
[6,11]. Realising a support system for collaborative learning requires estimating
the learner’s state in real-time during learning and return appropriate feedback
based on it. The cognitive tutoring system (e.g., [1]) uses a pre-built model to
detect the learner’s state and provide relevant and appropriate feedback.

ICAP theory is a framework of human collaborative learning [4]. In ICAP
theory, learners’ activity states in collaborative learning are categorised as fol-
lows: Passive state, Active state, Constructive state, and Interactive state. When
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A. I. Cristea and C. Troussas (Eds.): ITS 2021, LNCS 12677, pp. 224–231, 2021.
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collaborating with agents on tasks, the goal should be to attain the interactive
state in ICAP theory. However, many cooperative agents have been unable to
effectively change the human state from Passive to Active [8,10]. Some studies
have classified learning states based on the ICAP framework and investigated
the effects of the support. A previous study [18] have investigated whether the
ICAP framework could predict learning performance in STEM classes.

Our final goal is to realise an ITS using cognitive tutor agent (s) who provide
appropriate feedback according to the learner’s state. As a first step in this study,
we tried to detect whether a learner’s state was Passive in the ICAP from data
obtained during collaborative learning. Implementing a cognitive tutor agent
requires both estimating the learner’s status at a certain point in time and
predicting the learner’s state in the near future. We conducted an experiment in
which participants collaboratively learned and obtained data on facial features,
gaze directions, and utterance states during the experiment. Based on these data,
we investigated clues to classify the ICAP states as Passive or other.

2 Method

2.1 Participants

The present study used 16 Japanese university students (eight pairs: four male
and 12 female) from a previous study as a sample. Here, pairs of learners worked
on a collaborative learning task that required explaining a specific psychological
phenomenon while creating a concept map. One participant participated in the
experiment only once. For details, refer to [13–15].

2.2 Materials and Systems

Two PCs and two monitors were used by participants, two video recorders filmed
their conversations and facial expressions and two Tobii systems [16] recorded
their eye gaze. Cmap Tools [5] was used in the experimental task. A monitor
and video recorder were placed in front of each participant in pairs. They sat
across from each other with a partition placed between them so they could not
see each other. Each participant was free to talk.

2.3 Procedure

In the experiment, the task was to make inferences about a certain psychologi-
cal phenomenon. Before the task, participants read a text passage about causal
attribution. In the story, the characters participated in school counselling with
Michael Peter, who was discussing that he is worried about the new semester.
The participants need to explain why the student (Michael Peter) was worried
about the new semester based on the story by causal attribution. At the end
of this phase, a comprehension test was performed (pre-test). Next, in the indi-
vidual phase (10 min), the participants conducted the task [17] of applying the
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causal attribution of success and failure to the episode (10 min). In this study,
dyads were asked to build concept maps about causal attribution and create
them individually at that time. Finally, in the collaboration phase (15 min), the
participants created a concept map collaboratively with reference to their indi-
vidual maps. At the end of the experiment, another comprehension test was
performed (post-test).

2.4 Independent Variables

Data Segmentation. During the experiment, facial features and gaze direction
data were acquired at approximately 30 fps. The moving average was calculated
by shifting the data by 5 s with 10-s window. We analyzed the data of the moving
average.

Utterance. Participants’ utterances were annotated with the start and end
times from the video by the experimenter. Then, the number of seconds in
utterance(s) for each window of the moving average was calculated. We used
the number of seconds of utterance(s) by the own and other as independent
variables (self u, other u).

Facial Features. The facial movements were analyzed by OpenFace. This auto-
matically calculated whether an Action Unit (AU) appeared. The numerical
value output by OpenFace indicated the strength of the AU and was obtained by
a formula described in a “toolkit” for using the software [2]. There were 18 types
of AUs observed among the participants as follows. AU01: Inner Brow Raiser,
AU02: Outer Brow Raiser, AU04: Brow Lowerer, AU05: Upper Lid Raiser, AU06:
Cheek Raiser, AU07: Lid Tightener, AU09: Nose Wrinkler, AU10: Upper Lip
Raiser, AU12: Lip Corner Puller, AU14: Dimpler, AU15: Lip Corner Depressor,
AU17: Chin Raiser, AU20: Lip stretcher, AU23: Lip Tightener, AU25: Lips part,
AU26: Jaw Drop, AU28: Lip Suck, and AU45: Blink.

Gaze. Gaze was acquired by the Tobii system. A monitor was placed in front of
each participant to construct concept maps during the experiment that showed
three concept maps: their own concept map and the partner’s concept map that
they had created in the experiment’s preliminary stage and the concept map
on which they had collaborated during the experiment. In the analysis, we used
the location (own concept map, partner’s concept map, or the collaborative con-
cept map) and duration of participants’ attention on this screen as independent
variables (gaze self, gaze other, gaze c).

2.5 Analysis

As a first step toward implementing a cognitive tutoring agent that provides
adaptive feedback based on the learner’s state, two analyses were conducted in
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this study. One is Sequential Pattern Mining (SPM), which was conducted to
obtain clues for predicting the participant’s state in the near future. The other
was the Generalised Linear Mixed Model (GLMM), which was conducted to
obtain clues with which to estimate the participant’s state among many vari-
ables. The participants’ ICAP states annotated by the experimenter were the
dependent variable and the analyses were conducted using the abovementioned
independent variables.

Sequential Pattern Mining. This article uses Sequential Pattern Mining to
extract features from the data during the experiment. SPM is an analysis method
that extends the basket analysis to sequence databases. SPM can extract fre-
quently occurring patterns based on the order in which multiple elements emerge.
Using this, we considered that we could find clues to estimate learners’ state by
extracting patterns immediately before the change in the learner’s state that is
non-Passive (i.e., Active, Constructive, or Interactive; ACI states).

After calculating the moving average of each independent variable, it was
encoded 1 if it exceeded a certain threshold and 0 otherwise. The data sequence
was converted into transaction data for SPM. From the transaction data, the
data for the 20 s immediately before the change to an ACI state in the ICAP
was extracted and common patterns contained in the data were extracted. To
perform SPM analysis, we used the “arulesSequences” package included in R
v4.0.2. The extraction conditions in this analysis were: maxlen = 4, maxsize =
4, confidence > 0.7, lift > 1.0, and support > 0.15.

As a result, we were able to extract 822 patterns as sequence patterns before
the change to ACI states, some of which were sub-patterns of other sequence pat-
terns. Frequent independent variables appearing in these patterns are candidates
for clues that estimate the learner’s state in the near future.

The independent variables with the highest occurrence frequency were; gaze c
(549), AU04 (179), AU07 (597), self u (433), and other u (483). The numbers in
parentheses are the number of occurrences. The only variable other than these
that was included in the sequence patterns was AU25 (2).

The results show that there were a limited number of independent variables
that appear with some degree of commonality before the change to ACI states.
In addition, there is no ever-present independent variable. On the other hand,
by using these highly common variables as clues, we may be able to estimate
the state of a learner in the near future. However, since these variables appear
frequently even in the Passive state, it is difficult to estimate the learner’s state
using just these clues.

Generalised Linear Mixed Model. The degree of freedom of communication
is high in real sequences of communication. The high level of freedom means that
we can assume that there exist a number of hidden variables that are necessary
to estimate the learner’s state. This study uses a hierarchical Bayesian model
to include such hidden variables in the analysis. The generalised linear mixed
model (GLMM) is commonly used for this purpose. Aside from the explanatory



228 Y. Ohmoto et al.

variables’ fixed effects coefficient, GLMM introduces another coefficient called
the random effect; we can include hidden variables as a random effect by using
GLMM; we used the “MCMCglmm” package included in R v4.0.2.

In this analysis, the results of the comprehension tests conducted before and
after the experiment (pre-test and post-test) and the labels indicating individu-
als (userID) were included as random effects. Three variables were included as
random effects; GLMM was applied to all combinations of random effects (eight
patterns), including the case where no random effect was included whatsoever,
and the variables of fixed effects used for discrimination were reduced by the
variable reduction method.

Table 1. Results of GLMM analysis.

– UI Pre UI+Pre Post UI+Post Pre+Post UI+Pre+Post

self u 0.00015 0.00015 0.00015 0.00015 0.00015 0.00010 0.00015 0.00015

other u 0.0067 0.0024 0.0015 0.0027 0.0054 0.0068 0.0042 0.020

AU05 0.0042 0.033 0.024 0.0018 0.015 0.0012 0.0015 0.00091

AU06 – 0.010 – – – – – 0.0058

AU07 0.013 – 0.00061 – – – 0.00030 –

AU10 0.0018 0.0012 0.029 – – 0.13 0.10 0.00015

AU12 0.00015 – 0.0012 – 0.00015 – 0.16 –

AU14 0.0048 – 0.00015 - 0.00015 – 0.013 –

AU15 0.0045 – 0.10 – – – – –

AU17 – – – – – – 0.031 –

AU26 0.0030 – 0.0054 – – – – –

gaze c 0.081 0.0024 – – – 0.015 – 0.027

gaze o – 0.012 – – – 0.042 – 0.020

Accuracy 0.593 0.594 0.608 0.599 0.621 0.593 0.591 0.604

Table 1 shows the results of analysis; the topmost row shows the relevant
random effect combinations. UI stands for userID, Pre for pre-test, and Post for
post-test. For example, UI+Pre signifies that userID and pre-test were applied
as random effects. We use “-” when a random effect was excluded. The leftmost
column shows the names of the finally remained independent variables that were
variable choice candidates. The numerical values in the table show the results of
the variable reduction where the p-values represent selected independent vari-
ables and “-” represents removed variables. The accuracy of the discrimination
is shown below the double line (Passive state or ACI states) and is calculated
with the MCMC algorithm after selecting the variables.

The accuracy of the classification is at most 61%, which is above the chance
level but not sufficiently high. In addition, even if various random effects
were taken into account in the classification, the accuracy does not necessar-
ily improve. In any case, the results suggest that the independent variables on
which we are currently focusing are not sufficient to estimate the state of the
learner.
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However, the variables that remained in the analysis results can be consid-
ered candidates for clues to estimate the learner’s state. The speech duration
is a index that shows positive involvement because the task of this experiment
required a relatively long utterance to improve the complex concept map, while
a relatively short utterance was sufficient to approve another participant’s opin-
ion. AU05 is always remained so this is important facial feature for estimateing
the participant’s state. AU10, AU12, and AU14 are changes around the mouth.
It is thought that a learner’s state appears in the interaction with speech. In
the experimental data used in this analysis, the changes around the eyes may
not have been used in communication because the learners could not see each
other’s faces. In addition, the results show that the variables that discriminate
the learner’s state do not necessarily include gaze c and AU07, which appeared
frequently in SPM. This suggests that the clues for estimating the learner’s state
in the near future may differ from clues for estimating the learner’s state at a
certain point in time.

3 Discussions and Conclusion

The main contribution of this study is to suggest that there may be differences
between the clues for estimating the current state of a learner and for estimat-
ing the learner’s future state. In addition, we attempted to discriminate between
Passive and the rest in ICAP states based on data acquired in the experiment;
although the accuracy was not sufficiently high, the probability of discrimination
was higher than random chance. As an additional analysis, we tried to discrim-
inate each participant’s data in the experiment using the discriminant model
with the highest accuracy constructed from the overall data and found that
some participants were able to discriminate >80% while some of the others were
below the chance level. To take these individual differences into consideration,
we analysed the GLMM Random effects by including individual effects, but the
accuracy improvements were small. Since the number of participants analyzed in
this study was small, there may be variables that are not covered by our findings.

In the analysis of this study, we found that there were only a few clues to
distinguish Passive from others in the available information. One reason for this
is that, while various human behaviours observed in the state are judged as
Passive, there are situations in which a person’s internal state may be Active,
Constructive, or Interactive but they show no explicit attitude (mainly speech).
Previous studies analysing the same data have mainly analysed the differences
between the Active, Constructive, and Interactive states out of the ICAP states.
The analysis is also important so we will try to distinguish the three states
(Active, Constructive, and Interactive) using much more data.
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From the results of this study, it can be considered difficult to estimate the
state of the ICAP with high accuracy from the information that can be observed
in a simple manner. Therefore, in future experiments, we plan to simultaneously
measure physiological indices as a clue to estimate participants’ internal state.
Physiological indices such as heart rate variability and skin conductance response
are said to reflect the activities of the sympathetic and parasympathetic nervous
systems in humans and can provide clues to estimate human conditions.

References

1. Anderson, J.R., Corbett, A.T., Koedinger, K.R., Pelletier, R.: Cognitive tutors:
lessons learned. J. Learn. Sci. 4(2), 167–207 (1995)
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Abstract. Learning Management System (LMS) is widely used in higher educa-
tion. How to track students’ learning behaviours in a LMS likeMoodle becomes an
important issue. This research designs aMoodle plug-in that not only can visualize
students’ learning behaviour patterns from the log but also can cluster students into
different groups based on their behaviour patterns. Teachers can easily see how
students went through one learning object to another; review the common learning
pattern that students in the same group have; and, annotate the learning pattern a
group or an individual student has based on his or her observations on the pattern’s
details. The annotations made by the teacher can be a support for researchers to
further analyse and design mechanism and algorithm to automatic recognize and
identify a student’s characteristics and conditions like learning styles, preferences,
at-risk, and potential required assistances via the features extracted from a learning
pattern and notify the teacher or administrative staff automatically.

Keywords: Behaviour analysis · Pattern · Clustering · Learning Management
System · Visualization · Learning path · Graph theory

1 Introduction

Based on Papamitsiou and Economides’ study, most of the learning analytics are using
classification or clustering methods [4]; only a few studies are working on visualizing
students’ learning behaviours. Graph structure is used for representing learning objects
in the learning environments. For example, Cui and Yu use a knowledge graph tool in
the Learning Cell System and ask students to create the knowledge graph based on the
relations among the learning cells [1]. This research’s goal is to design aMoodle plug-in
that can visualize the relations among the learning objects and activities in a Moodle
course as well as visualize the students’ learning behaviours of accessing particular
learning objects in the course. Moreover, the plug-in is capable of clustering students
into different groups based on their learning behaviour patterns.

The rest of the paper is organized as following. Themethods of generating knowledge
structures and representing the learning behaviour in the LMS in this study are explained
in Sect. 2. Section 3 demonstrates the Moodle plug-in the research team has designed
based on the proposed methods. At the end, the summary of the works in this research
and the proposed future works are described in Sect. 4.
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2 Method of Representing and Clustering Learning Behaviours

Teachers usually organize the learning resources/activities in sections. The plug-in
designed in this study retrieves the section information to group the resources/activities
and create a graph structure. Figure 1 shows an example of how to organize the learning
resources/activities in a graph structure. In the example a course has two sections: the
section “Topic 1” has two webpages and one assignment, and the section “Topic 2” has
two webpages. The plug-in constructs a graph with three nodes for sections, four nodes
for webpages, and one node for the assignment. The learning resources/activities are
directly linked to the section they belong to.

Fig. 1. A graph structure constructed from the learning resources/activities in a course.

At next stage, the plug-in retrieves students’ learning behaviours fromMoodle’s log
and generate the graph structure. For example, Fig. 2 shows that Amy prefers to work
on the assignment first and then walks through the materials; on the other hand, Betty
likes to read the materials in the beginning and at the end she works on the assignment.
Their behaviours generate different learning paths.

Fig. 2. Learning paths of two students. Fig. 3. Centers of the two learning paths

After students’ learning paths are discovered, the teacher can use the plug-in to
cluster students into different numbers of groups according to his or her needs. This
research uses centroid subgraph [5] based on the centroid decomposition [2] to find the
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center of a learning path. The centers of Amy and Betty’s learning paths in previous
example then can be found in Fig. 3.

The learning path centroids’ coordinates are used to present students’ learning
behaviours. The plug-in uses k-means algorithm [3] to cluster students. Based on the
design, the research team developed the Moodle plug-in, Behaviour Analytics1, for
showing teachers their students’ learning behaviours in their Moodle courses as well as
the common behaviour patterns that different student groups have.

3 Behaviour Analytics Moodle Plug-in

After Moodle system administrator installs the Behaviour Analytics plug-in, the course
teacher could enable the plug-in through the course management interface. Figure 4
shows the page that displaying the relations among learning resources and activity. The
node colors represent the different types of resources/activities in the course. When
moving the cursor over a node in the graph, the plug-in shows which learning object the
node represents for. It would be helpful when the teacher reviews his or her students’
learning behaviours. If the teacher believes a learning resource/activity in the course is
not useful for clustering students’ behaviours, he or she can remove the node from the
graph by unchecking the resource/activity at the right-hand side panel or simply clicking
the node and choose to hide it.

Fig. 4. Graph representation of the
relations among learning objects in a
course.

Fig. 5. Student’s learning behaviours and the
correspondent learning-object coverage.

Teachers can also review students’ behavior through the plug-in as Fig. 5 shows. At
left-hand side of the page, the plug-in lists all of the students (with anonymous number)
and hides students’ information in order to protect student privacy. The teacher can
select one (or more) student(s) to check their correspondent learning behaviours. The
plug-in not only shows the learning behaviours of selected student(s) but also presents
the learning resources/activities coverage for the selected student(s). The teacher can
also review the learning behaviours in a specific time period by adjusting the timeline

1 https://studyguide.athabascau.ca/networkgraph/download.php.

https://studyguide.athabascau.ca/networkgraph/download.php
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slider at the bottom. When the teacher selects more than one student as Fig. 6 shows,
he or she can compare the learning resources/activities coverages among them easily in
the plug-in.

Fig. 6. Comparing two students’ learning behaviours and their learning-object coverages.

At the next stage, the teacher can use the plug-in to cluster students into groups.
As Fig. 7(a) shows, the plug-in first finds the centroids of students’ learning behaviours
with triangles symbols in different colors. The teacher can decide how many groups he
or she would like the plug-in to group students. When the teacher decides to cluster
the students into three groups – assuming each group will have significant different
academic achievements, learning preferences, learning styles, or personality traits, the
plug-in randomly puts three cluster centers (i.e., the cross symbols in different colors)
on the plane as shown in Fig. 7(a). After a few runs, students #0, #1, #2, #3, and #5
are clustered into the same group which is presented by the blue cross; student #4 (i.e.,
the dark green triangle) is clustered into another group presented by the red cross; the
last group presented by the orange cross includes student #6 (i.e., the orange triangle)
as Fig. 7(b) shows.

(a) (b)

Fig. 7. Clustering students’ learning behaviours into three groups. (Color figure online)

The teacher can still review a student’s learning behaviour at this moment. Figure 8
shows student #1’s learning behaviour in the center of the screen when the teacher moves
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themouse cursor over the dark blue triangle. The teacher can alsomove themouse cursor
over other triangles to see the differences.

Fig. 8. Moving cursor over a student (i.e., a triangle) to see his/her learning behaviours. (Color
figure online)

The teacher can also check the common learning behaviour pattern that students in
the same group have. Figure 9 shows the common learning behaviour pattern that the
group of students #0, #1, #2, #3, and #5 has, when the teacher moves the mouse cursor
over the blue cross on the screen. If the teacher clicks the blue cross, he or she can
add a note for the group based on his or her observation and thoughts on the group’s
learning behaviour pattern; for instance, he or shemay identify that some learning objects
or activities are always overlooked by this group of students. He or she can also do the
same for individual student by clicking any triangle. After he or she reviews all students’
learning behaviours in a group, the teacher can easily drag the triangle from one group
and drop it to another one if he or she believes any of the students should be classified
into another group.

Fig. 9. Blue cross group’s common learning behaviour pattern and the note taking textbox for the
teacher. (Color figure online)
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4 Conclusion

This research designs a graph-based student behaviour representation and analysisMoo-
dle plug-in. The plug-in first analyzes the relations among learning resources/activities
in a Moodle course and then constructs the graph structure for the resources/activities.
The plug-in next retrieves the students’ learning behaviours fromMoodle’s log and visu-
alizes students’ learning behaviours and the correspondent learning object coverage in
graph. To cluster students into groups based on their learning behaviours, the plug-in
uses centroid subgraph algorithm to find the centroids of the learning paths and applies
k-means algorithm to cluster students after the teachers decide how many groups they
would like to divide students into. The plug-in has been reviewed and approved byMoo-
dle community on September 22, 2020 and can be found, downloaded, and installed
from Moodle plug-in repository. As of April 1, 2021, it has been downloaded 180 times
and installed in 94 Moodle sites around the world.

This research has some limitations. First, the learning resources/activities graph
structure is based on the section organization in the Moodle course. If a course doesn’t
have its materials organized in sections, the learning resources/activities will be formed
as a one-level tree structure. Another limitation is that the plug-in currently uses the
centroids coordinates of learningbehaviour patterns to cluster students into groups.When
teachers change the positions of nodes in the learning resources/activities graph, it might
also affect the clustering results. It is better to arrange the learning resources/activities
nodes in a more meaningful and reasonable way automatically based on the relationship
among the nodes.

To overcome both above-mentioned limitations, nature language processing has been
considered in analyzing the content and/or meta-data of the resources/activities to con-
struct a more meaningful graph. Currently the research team is developing the LORD2

(Learning Object Relation Discovery) Moodle plug-in with the help of WordNet and
Natural Language Processing. The LORD plug-in can measure the similarity between
two learning objects according to their content in English and create a more reasonable
and objective Learning Object Graph (LOG) that represents students’ behaviours among
learning objects.

Last but not the least, the research team plans to analyze the annotations that the
professors made for the common learning behaviour patterns according to their obser-
vations and thoughts. Based on the analysis results, a mechanism could be designed
to recognize and identify the features from students’ learning behaviours. The plug-in
then can provide teachers more information about their students and remind them when
specific learning behaviour traces/features are detected.
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Abstract. This research focus specifically on the eye-gaze movement of
novice vs. expert clinicians to perform their clinical reasoning. The eye
gaze data are spatiotemporal sequences representing the dynamic of the
clinician’s eye movements in the visual space to perform a clinical rea-
soning tasks. The objective is to do a comparative analyses of the eye
movements fixations inside some areas of interest, the saccades trajec-
tory and the scanpath. Taken together, the outcome of those analysis has
provided us insights to build a webcam based ITS (Intelligent tutoring
system). The aim of the ITS is to help reinforcing gradually the learning
stages of novice clinicians with some cues from the behavioral implicit
expert knowledge in terms of visual attention to perform a clinical rea-
soning in critical anesthesiology clinical case.

Keywords: Eye tracking · Scanpath comparison · ITS · Behavioral
expertise transfer · Medical situational awareness tutoring

1 Introduction

Researches have produced interesting achievements on identifying expert/novice
clinicians differences [3]. From those researches, the hypothesis generation is
among the earliest phases to support the clinical reasoning and it involves a for-
mulation of hypotheses derived from clinical observations such as vital signs,
symptoms, physical examinations, etc. So, during that phase, the clinician’s
visual perception must be a proactive process of evidences collection. In some
medical field such as anaesthesiology, visual perception is a key skills of the ice-
berg known as: visual situational awareness. In fact, the clinician must to develop
the skills to see efficiently the patient vital signs such as heart rate, arterial satu-
ration, blood pressure, respiratory rate, etc. In order to build his understanding
and interpretation of the clinical situation. Therefore, the visual perception can
modulate their expertise, and influences their practice and performance.

c© Springer Nature Switzerland AG 2021
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2 Experimental Design and Analysis

2.1 Methodology

After the institutional review board approval and a written informed consent,
a sample of 12 experts and 12 novices from the department of Anaesthesiology
at the Université de Montréal were recruited on a voluntary basis. A [Novice]
is a resident clinician within the first or second year of the residency program.
An [Expert] is a hospital staff member with more than 8 years experience. Eye
tracking has been largely used in laboratory settings with different eye track-
ing devices such us the Tobii TX-300. However, to make eye tracking research
available to a wider audience, webcams have started to be used to perform some
eye tracking research [1]. The objective of this research is to build an ITS that
will be used by novice clinicians not in a lab settings (with an eye tracker) but
using their laptop. Therefore, the experiments to collect the eye gaze data and
the ITS are performed using a webcam based online platform developed during
the project and named EyeLab. For the experiment, participants were asked to
visualize a video simulation inside EyeLab and verbalize toward it’s progres-
sion what they observe in the identified zones (areas of interest: AOI) (Fig. 1)
to perform their clinical reasoning (think-aloud protocol). The simulation based
on the CICO(Cannot Intubate/Cannot Oxygenate) algorithm from the Diffi-
cult Airway Society to manage unanticipated difficult intubation on adults [4].
The seven AOI have been defined by the medical instructors based on their key
importance for a situational awareness (ex. healthcare providers interactions,
patient vital signs). For the data collection, each data point represents the AOIs
seen by a participant at a given timestamp. A frame rate of 8 frames per second
is set by default in EyeLab which means that it gets an eye fixation every 125 ms.

Fig. 1. Areas of interest in the simulation.
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2.2 Analysis

Each data point represents the participant eye fixation inside an AOI at a given
timestamp ti. The consecutive eye movements data points of a given participant
represent the dynamic of his eye movement trajectory within AOIs and it’s called
the scanpath. The scanpath is represented as a time series sequence like: AOI-1,
AOI-3, AOI-5, AOI-5. We performed the following four analysis:

1. Preliminary analysis: to compare novices to experts using descriptive statistics
on fixations (count means, duration, etc.)

2. Eye behavioural analysis: to make a finer comparative analysis of the novices
and experts scanpaths around key events that are important for medical or sit-
uational awareness. From there, we generated incremental fixations heatmaps
and observed more salient differences. For instance, at 01:37 (patient desat-
uration) novices focused on AOI 5, whereas experts focused on AOI 3. At
09:39 (Blue Code initiation) novices focused on AOIs 1 and 3, whereas experts
focused in addition on AOIs 4 and 5.

3. Scanpaths comparison: to get objective metric of the similarity between the
clinicians scanpath. One of the well-established sequences comparison algo-
rithm is the Smith-Waterman algorithm [2]. It is used to compare the clinician
scanpath to each other and the scores are normalized. The expert Vs expert
scores have a mean of 0.8 and standard deviation of 0.1, while the novice Vs
Novice have a mean of 0.4 and a standard deviation of 0.2. Those results indi-
cate a more consistent and similar eye movement among the experts therefore
could be used to built a typical expert scanpath.

4. Scanpath patterns classification: to create a deep convolutional LSTM for eye
gaze spatiotemporal data sequence classification aiming to predict whether a
given scanpath is a novice or an expert eye movements behavior [9].

3 EyeLab Pedagogical Services

EyeLab is built as a modern interactive and dynamic web application with mod-
ular architecture developed using open source technologies. On the client size,
EyeLab captures the learner’s eye movements via the webcam and sends them
to processing modules on the server size where face detection and pupil’s move-
ments detection are implemented. At the end, the successive image frames with
the eye position on screen are used to generate a video recording for each learner.
A learner will replay his video recordings with a visual trace of his scanpath dur-
ing the tutoring session.

Few studies have focused on improving learner eye movement towards high
performance eye movement behavior. One of the interesting result was obtains by
Litchfield and Al [8]. They conducted three experiments to observe how guiding
attention via other people’s eye movements would improve the radiographer per-
formance in reading chest X-rays. They obtained the most significant improve-
ment from novices when they were provided with the expert’s eye movements.
These results suggests that guiding novice attention toward other person’s eye
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movements can have a short-term effect on helping them to scaffold their decision
using other expert’s search behavior.

For the EyeLab ITS, we adopted an example-based learning approach. In
fact, the example-based strategy is beneficial for novices who does not have
the knowledge to support the resolution steps. In our case, there is no well-
established domain knowledge about adequate eye movements that can be used
by the novice in all clinical situations. So, it will be helpful to provide them
customized insights into the way experts allocate their visual attention using
their experience. The tutoring services is done by using only visual cues to guide
novices’ attention to relevant AOI since combining eye movement guidance with a
verbal explanation could have negative cognitive load impact on learning [5]. The
visual cues and guidance are provided interactively as metacognitive knowledge.
By analyzing the learners’ gaze during complex problem solving, [6] showed that
the metacognitive support is efficient for learning and it helps novices to develop
a deeper conceptual knowledge. The tutoring approach is done in two phases.
In phase 1, the novices clinicians visualize the simulation video based on the
experimental protocol. In phase 2, they visualize the recorded video with their
scanpath and the customized tutoring hints and feedback.

The domain knowledge modelling is typically based on explicit formalized
knowledge. Since there no formal domain knowledge about eye movement dur-
ing clinical reasoning, the solution adopted is to use machine learning techniques
to extract partial domain knowledge (scanpath) from the resolution traces. The
experts scanpath sequence is used as the resolution traces since we observed
constancy and high similarity. From there, the PhARules [7] patterns mining
algorithm is used to extract the experts frequent eye movement patterns specif-
ically when the key situational awareness events occurs. In fact, PhARules pro-
vided the advantages for the mining of sequential rules considering the resolution
phases.

The learner model is represented as an overlay on the expert scanpath with
some errors. Those errors are the learner scanpath misbehaviors using the expert
as reference. The scanpath misbehaviors are obtained using sequence alignment
to get differences derived from the number of mismatches and gaps. Those cus-
tomized messages are triggered during the key-events when the learner scanpaths
alignment with the experts scanpaths is bellow a predefined similarity threshold.
The similarity is calculated using the Smith-Waterman algorithm. The tutor
hints and feedback message includes spaciotemporal dimensions that indicate
the AOIs involved as well as the chronological order to execute the expected
scanpath behavior.

4 Discussion and Future Works

The research allowed us to collect eye gazed data from clinicians during their
clinical reasoning. Several analyses have been performed to identify key differ-
ences between the clinicians’ visual attention. Taken together, the outcome of
those analysis have provided us insights to build a webcam based ITS. An initial
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validation from the novice clinicians and the medical instructors showed a high
level of satisfaction for the eye tracking functionalities and the tutoring services.
An in-situ experiment is planned as a second phase of the project in a larger
scale (more participants and clinical cases) to measure the behavioral learning
gain and the learning persistence, to add an emotional state to the leaner model
using the facial expressions, etc.
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Abstract. Supporting novice programming learners at scale has become
a necessity. Such a support generally consists of delivering automated
feedback on what and why learners did incorrectly. Existing approaches
cast the problem as automatically repairing learners’ incorrect programs;
specifically, data-driven approaches assume there exists a correct pro-
gram provided by other learner that can be extrapolated to repair an
incorrect program. Unfortunately, their repair potential, i.e., their capa-
bility of providing feedback, is hindered by how they compare programs.
In this paper, we propose a flexible program alignment based on program
dependence graphs, which we enrich with semantic information extracted
from the programs, i.e., operations and calls. Having a correct and an
incorrect graphs, we exploit approximate graph alignment to find corre-
spondences at the statement level between them. Each correspondence
has a similarity attached to it that reflects the matching affinity between
two statements based on topology (control and data flow information)
and semantics (operations and calls). Repair suggestions are discovered
based on this similarity. We evaluate our flexible approach with respect
to rigid schemes over correct and incorrect programs belonging to nine
real-world introductory programming assignments. We show that our
flexible program alignment is feasible in practice, achieves better per-
formance than rigid program comparisons, and is more resilient when
limiting the number of available correct programs.

Keywords: Automated program repair · Data-driven feedback

1 Introduction

The recent worldwide interest in computer science has originated an unprece-
dented growth in the number of novice programming learners in both traditional
and online settings [2,14,18,21]. A main challenge is supporting novice program-
ming learners at scale [5,10,17], which typically consists of delivering feedback

This material is based upon work supported by the National Science Foundation under
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explaining what and why they did incorrectly in their programs [7]. Different
than traditional settings, online programming settings often have a large pro-
portion of novice learners with a variety of backgrounds, who usually tend to
need a more direct level of feedback and assistance [1]. A common practice is to
rely on functional tests; however, feedback generated based solely on test cases
does not sufficiently support novice learners [3,9,17].

Current approaches cast the problem of delivering feedback to novices at
scale as automatically repairing their incorrect programs [3,12,13,15,17,18].
Note that, similar to existing approaches, we consider a program to be correct
if it passes a number of predefined test cases [3,18]; otherwise, it is incorrect.
Once a repair is found, it can be used to determine pieces of feedback to deliver
to learners [17]. Non-data-driven approaches aim to find repairs by mutating
incorrect programs until they are correct, i.e., they pass all test cases [11]. Data-
driven approaches exploit the fact that repairs can be found in existing correct
programs and extrapolated to a given incorrect program [18]. This paper focuses
on the latter since, in a given programming assignment, there is usually a variety
of correct programs provided by other learners that can be exploited to repair
incorrect programs [3,13,15,18].

The “search, align and repair” [18] framework consists of the following steps:
1) Given an incorrect program pi, search for a correct program pc that may be
useful to repair pi; 2) Align pi with respect to pc to identify discrepancies and
potential modifications in order to repair pi; and 3) Apply those modifications
to pi until the resulting program p′

i passes all test cases. Current approaches
instantiating the “search, align and repair” framework use rigid comparisons to
align incorrect and correct programs, i.e., they require the programs to have the
same or very similar control flows (conditions and loops), and they are affected
by the order of program statements [3,13,15,18]. As a result, such approaches
may miss a potentially valuable set of correct programs that can repair incorrect
programs using flexible program comparisons.

In this paper, we explore a new alignment step that relies on a flexible pro-
gram comparison based on approximate graph alignment of program dependence
graphs. On one hand, a program dependence graph combines information about
the control and the data (use of variables) flows of a program [4]. On the other
hand, approximate graph alignment finds a correspondence between the nodes
of two graphs [8]. Such a correspondence takes both topology and semantics of
the graphs into account. When applied over program dependence graphs, topol-
ogy implies programs that approximately match with respect to their control
and data flow information, while semantics are modeled as operations and calls
performed in the programs. Each pair that belongs to an alignment has a node
similarity associated to it. Replacement suggestions are computed as those pairs
whose similarities substantially deviate from the average similarity of a given
alignment. Furthermore, addition and removal suggestions are those non-aligned
nodes that are connected to replacement suggestions.
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We evaluate our alignment step using nine real-world introductory program-
ming assignments from a popular online programming judge (CodeChef). We
collected publicly-available correct and incorrect programs in these assignments
from real-world learners. We compare our flexible alignment with respect to
existing rigid alignments: CLARA [3], Refazer [15], and Sarfgen [18]. For a fair
comparison, we evaluate program comparison schemes using a common repair
framework. We use different scenarios in which we vary the number of correct
programs available. We show that our flexible program comparison achieves a
better repair performance than other rigid program comparisons, and that it is
more resilient to provide repairs when the number of correct programs available
is reduced.

The paper is organized as follows: Sect. 2 summarizes previous approaches
and ours; Sect. 3 presents background information; Sect. 4 describes our flexi-
ble comparison; Sect. 5 discusses our experimental results; Sect. 6 presents the
related work; and Sect. 7 recaps our conclusions and future work.

2 Overview

We consider CLARA [3], Refazer [15], Sarfgen [18], and sk p [13] the state of the
art in searching, aligning and repairing programs. CLARA and Sarfgen compare
variable traces between an incorrect and a correct programs that share the same
control statements like if or while. Refazer uses pairs of incorrect/correct pro-
gram samples to learn transformation rules, which aid a program synthesizer to
transform incorrect into correct programs. Finally, sk p uses partial fragments
of contiguous statements to train a neural network to predict possible repairs.

In the alignment step, these approaches compare an incorrect program with
respect to a correct program based on rigid schemes, which limits their repair
potential. To illustrate our claim, the Java programs presented in Fig. 1 aim to
compute the minimum value in an array and the sum of all its elements, and print
both minimum and sum values to console. Note that the values of the input array
are assumed to be always less or equal than 100. In Sarfgen, an incorrect program
will be only repaired if its control statements match with the control statements
of an existing correct program. This is a hard constraint since: a) It requires
a correct program with the same control statements to exist, and b) Such a
correct program may not “naturally” exist. For instance, the control statements
of the correct program in Fig. 1a do not match with the incorrect program in
Fig. 1b; in order to match, the correct program should “artificially” contain an if
statement before or after line 7, and such a statement should not modify the final
output of the program. CLARA relaxes these constraints such that, outside loop
statements (while or for), both programs can have different control statements,
but they need to be the same inside loops. This relaxation still forces a correct
program with the same loop signature to exist.
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Fig. 1. Comparison of different existing methods

Refazer uses the tree edit distance to find discrepancies between two pro-
grams. The tree edit distance between two equivalent abstract syntax trees with
different order of statements implies multiple edits. For example, Fig. 1c shows
an excerpt of the edits to transform the abstract syntax tree of the correct into
the incorrect program in our example, which implies removing and adding full
subtrees; however, only two edits would be necessary, i.e., changing “<” by “>”
and removing the subtree formed by lines 8–9 in Fig. 1b. In sk p, different order
of statements result in different partial fragments, so additional correct programs
will be required to train the program repairer. For instance, Fig. 1d shows a frag-
ment extracted from the correct program; however, the incorrect program will
only be fixed by a fragment like the one in Fig. 1e.
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We propose an alignment step based on approximate alignment of program
dependence graphs. Figure 2 shows an excerpt of the program dependence graphs
derived from the programs in Fig. 1. Each node corresponds to a statement in
such programs, e.g., u3 corresponds to line 3 in Fig. 1a. The first step con-
sists of transforming programs into program dependence graphs that are further
annotated with semantic labels. For example, Ctrl in u3 summarizes that the
corresponding statement is a control statement. In addition, u3 is also anno-
tated with Lt that represents the “less than” operation of the statement. We
apply approximate graph alignment over two (correct and incorrect) program
dependence graphs G1 and G2. For each pair of nodes (ui, vj) such that ui and
vj belong to G1 and G2, respectively, we compute a node similarity based on
topology and semantic labels. Having all pairwise node similarities, we compute
an alignment from the nodes in G1 to the nodes in G2. We cast this problem
as finding a matching with maximum similarity in bipartite graphs [16]. Bold,
double-headed edges in Fig. 2 represent a sample alignment with maximum sim-
ilarity. Finally, we discover individual pairs in a given alignment that are useful
for repairing an incorrect program. We rely on the node similarities in a given
alignment to make this decision, i.e., each pair of nodes whose similarity deviates
k standard deviations from the mean of the node similarities in the alignment
are selected as repair suggestions. The intuition behind this is that the simi-
larity of such pairs is smaller than the rest of the similarities in the alignment,
i.e., they are less similar than others. In our example, we suggest (u5, v4) as a
repair to fix the incorrect program in Fig. 1b. There may be nodes in the larger
program dependence graph that are not present in the alignment. These nodes
are suggested to be added or removed depending on whether they belong to a
correct or an incorrect program, respectively. In our example, both v8 and v9
belong to an incorrect program, so they are suggested to be removed.

Fig. 2. Alignment of program dependence graphs derived from Figs. 1a and 1b
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3 Background

A program dependence graph G = (V,E, ls, le) of a program p is a directed,
labeled multigraph, where V is a set of nodes representing statements in p,
E : V × V is a set of directed edges, ls : V → (Ls,m) is a node labeling
function, and le : E → {Ctrl,Data} is an edge labeling function. Let (vs, vt) ∈
E, le((vs, vt)) = Ctrl indicates that the execution of node vt depends on node
vs evaluating to true; furthermore, le((vs, vt)) = Data represents that vt uses
a variable declared or re-assigned by vs. Ls contains labels that summarize the
semantics of a program statement, such as Assign, Call, and Ctrl to denote
variable assignments, calls to other methods, and condition or loop statements,
respectively. In addition, Ls includes labels to represent operation semantics and
constants of a program statement, which include Acc, Add, and Sub to encode
array access, addition, and subtraction, respectively. Since a program statement
may contain multiple operations that are the same, e.g., multiple array accesses,
m : Ls → N is a function to support multisets. Note that, for the sake of
simplicity, we omit the details of multi-method program dependence graphs,
i.e., programs that contain multiple methods. In such cases, we extend Ls and
{Ctrl,Data} allowing nodes denoting method entry points, method calls, and
parameters and result of a method call [4].

Let G1 = (V1, E1) and G2 = (V2, E2) be two directed graphs such that |V1| ≤
|V2|. Subgraph isomorphism consists of finding all non-induced solutions φ : V1 →
V2 such that ∀(ui, uj) ∈ E1 ⇒ (φ(ui), φ(uj)) ∈ E2. The problem of approximate
graph alignment consists of finding an injective function ϕ : V1 → V2 such that
|V1| ≤ |V2|. This problem is a relaxation of the subgraph isomorphism problem
in which we assume that |V1| ≈ |V2|, and G1 is approximately contained in G2.

4 Flexible Program Alignment

We wish to compute an alignment between the statements in a correct program
with respect to the statements in an incorrect program. The computation of such
an alignment takes topological and semantic information into account. On one
hand, topological information encodes the context of each statement regarding
its control and data dependencies, i.e., what are the statements that must be
fulfilled in order for a given statement to be executed, and what are the vari-
able uses of such a statement. On the other hand, semantic information allows
us to distinguish statements that are performing different operations, such as
addition or an API call. Let G1 = (V1, E1, l

1
s , l

1
e) and G2 = (V2, E2, l

2
s , l

2
e) be

two program dependence graphs. At this stage, we are agnostic to correctness
and incorrectness of the programs evaluated, so G1 can be either correct (and
G2 is then incorrect), or incorrect (and G2 is then correct). Our first goal con-
sists of computing all the pairwise similarities between nodes in V1 and V2.
The similarity of nodes ui ∈ V1 and vj ∈ V2 is measured as follows [6,8,20]:
Sim(ui, vj) = α Top(ui, vj)+ (1−α)Sem(ui, vj), where Top and Sem are topo-
logical and semantic similarities, respectively, and α ∈ [0, 1] is a parameter to
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balance the contribution of each type of similarity. Sim(ui, vj) = 1 entails that
both nodes are identical.

We compute similarities Sim(ui, vj) for every pair of nodes ui ∈ V1 and
vj ∈ V2. The next step consists of computing an alignment between both graphs,
i.e., ϕ : V1 → V2 (|V1| < |V2|). We cast the problem of finding an alignment as
finding a maximum weight matching in bipartite graphs. Let B = (V1, V2, E, ω)
be a bipartite graph where V1 and V2 are the sets of nodes of G1 and G2 (V1∩V2 =
∅), respectively, E : V1 × V2 is a set of undirected edges, and ω : E → R is a
function that assigns weights to the edges as follows: ω(ui, vj) = Sim(ui, vj).
There are several algorithms in the literature to compute maximum weighted
matchings that find augmenting paths that alternatively connect edges in V1 and
V2, ensuring that the final similarity weight is maximized and, thus, producing
the alignment ϕ with maximum similarity [16].

Once we have computed an alignment ϕ : V1 → V2 between two program
dependence graphs G1 and G2, our goal is to discover repair suggestions, i.e.,
statements in the correct program that can be used to fix the incorrect pro-
gram. To discover these statements, we rely on the node similarities of the pairs
available in the approximate graph alignment ϕ. Recall that approximate graph
alignment assumes that |V1| ≤ |V2|, which leads to two different situations: 1) If
G1 is correct and G2 is incorrect, non-aligned nodes belong to the incorrect pro-
gram and we aim to remove them. This is the case of superfluous/inadequate
statements. 2) Otherwise, non-aligned nodes belong to the correct program and
we aim to add them to the incorrect program. This is the case of missing state-
ments. Programs in Figs. 1a and 1b are an example of the former situation since
the first one is correct and smaller than the second one, which is incorrect. In
such a case, we aim to remove lines 8 and 9 from the incorrect program.

First, we address the problem of finding replacement suggestions, i.e., which
pairs of nodes in a given alignment ϕ are appealing to repair incorrect state-
ments replacing them by correct statements. Intuitively, we analyze which node
similarities in ϕ significantly deviate from the rest of the node similarities, for
which we rely on mean and standard deviation. Let μϕ and σϕ be the mean
and standard deviation of the node similarities in ϕ, respectively. We establish
a similarity threshold that, for all pairs whose node similarities are below such
threshold, we will consider them as replacement suggestions, i.e., they signifi-
cantly deviate from the rest. Therefore, we consider a pair (ui, ϕ(ui)) to be a
replacement suggestion if Sim(ui, ϕ(ui)) < μϕ − k σϕ, where k ∈ R ≥ 0.

Second, we address the problem of finding suggestions of statements to be
added or removed. Recall that we suggest statements to be added when the size
of the incorrect program is less than the size of the correct program (total number
of nodes). Otherwise, if the correct program is smaller than the incorrect, we
suggest statements to be removed. Note that, in practice, the number of addition
or removal suggestions can be large if the core of both programs are similar but
they have differences in implementation. A common example in our experiments
is learners who reutilize their own implementation of a console manager for
reading from and writing to console. Other learners exploit utility classes to
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achieve the same behavior, e.g., java.util.Scanner. In such cases, even when
the core of both programs is similar, there are a large number of non-aligned
nodes that correspond to the ad-hoc console manager. If we remove such nodes,
it is very unlikely that the resulting program would be correct. As a result, we
only suggest nodes to be added or removed if they are directly or indirectly (one
hop) connected with nodes suggested as replacements without taking direction
into account. More formally, v ∈ V2|v /∈ ranϕ is suggested as an addition or
removal if ∃u ∈ V1|(u, ϕ(u)) ∈ P ∧ |PathU (ϕ(u), v,G2)| ≤ 1, where P is the
set of replacement suggestions and PathU (u, v,G) is the shortest path between
nodes u and v in the undirected version of graph G.

We adapt edge correctness [8] (EC) to compute a global similarity
between program dependence graphs that measures the number of edges
that are preserved in a approximate alignment ϕ, which is defined as fol-
lows: EC(ϕ) =

∑
(ui,uj)∈E1

IP (ui, uj , ϕ,E2)/|E1|, where IP (ui, uj , ϕ,E2) =
1 iff (ϕ(ui), ϕ(uj)) ∈ E2 ∧ l1e((ui, uj)) = l2e((ϕ(ui), ϕ(uj))); otherwise,
IP (ui, uj , ϕ,E2) = 0.

Table 1. Summary statistics of CodeChef assignments

Id #C #I LOC #V #E

BUYING2 BU 861 741 43.4 ± 29.9 45.2 ± 25.7 108.7 ± 62.4

CARVANS CA 719 1,122 36.6 ± 28.0 37.0 ± 23.7 91.0 ± 57.7

CLEANUP CL 1,650 889 55.4 ± 29.0 57.4 ± 23.1 154.6 ± 66.9

CONFLIP CO 1,203 450 41.8 ± 30.7 39.3 ± 25.1 81.4 ± 62.3

JOHNY JO 1,534 454 39.3 ± 28.3 40.3 ± 24.4 99.3 ± 65.0

LAPIN LA 561 288 49.6 ± 32.3 53.6 ± 28.3 125.4 ± 78.3

MUFFINS3 MU 2,394 527 23.6 ± 27.4 20.5 ± 24.0 40.2 ± 63.0

PERMUT2 PE 1,890 1,083 41.7 ± 28.4 38.3 ± 22.4 89.1 ± 55.8

SUMTRIAN SU 1,883 1,032 49.3 ± 28.4 52.5 ± 23.2 147.5 ± 60.7

5 Evaluation

We focus on nine assignments from CodeChef (https://codechef.com) shown in
Table 1, where #C and #I entail the total number of correct and incorrect pro-
grams, respectively; LOC, #V and #E stand for average and standard deviation
of lines of code, and nodes and edges in the program dependence graphs, respec-
tively. Programs were collected in Nov, 2017. All CodeChef assignments follow
the same structure: each test case must be read from console by a given pro-
gram, and such test case consists of a single block of text that requires parsing
and, usually, involves more than one loop before performing any computations
to solve the assignment at hand.

https://codechef.com
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We aim to compare our flexible alignment approach with respect to rigid
alignments used in state-of-the-art approaches: CLARA [3], Refazer [15] and
Sarfgen [18]. We implemented a common repair framework with a number of
variations in the search step as follows:

– In SameCDG (SC), a correct and an incorrect programs are considered only
if there exists a graph isomorphism between their control nodes (Sarfgen).

– SameLoop (SL) is a relaxation of SameCDG such that any combination of
control statements are allowed unless they are included in a loop (CLARA).

– Flexible (FL) ranks correct programs based on edge correctness with respect
to an incorrect program and selects top-t correct programs.

– Rigid (RI) is more restrictive than FL since only edge correctness that
belongs to the interval [1, .85) are considered (Refazer).

We evaluate the power set of suggestions in an incremental way starting from
the empty set with an upper limit l [19]. The repair process takes as input the
lines of the incorrect program that are impacted, and adds, removes, and/or
replaces them by lines in the correct program. When adding or replacing lines,
variables can be different since we may compare programs coming from different
learners. As a result, the repair process also evaluates all possible combinations
of variables in the original incorrect program [19]. We perform this repair step
for all possible combinations of correct-incorrect programs resulting from the
search step depending on each approach (SC, SL, RI and FL). We evaluate all
possible pairs of correct-incorrect programs; however, CLARA and Sarfgen use
variable traces to select a single correct program.

We consider two scenarios in which we limit the number of correct programs
available to repair incorrect programs sorted by submission date, ascending:
100% (C100) and 25% (C25). These sets simulate different stages in time of a
given assignment in which we have only collected a partial number of correct
programs. We deem α = .5 and k = 1 as proper parameter values. Comparing
C100 in Fig. 3a with respect to C25 in Fig. 3b, we observe a performance drop

Fig. 3. Repairs achieved by the different approaches. From left to right, bars correspond
to SC, SL, RI and FL, respectively. The Y axis presents the percentage of incorrect
programs fully (darker color) and partially (lighter color) repaired.
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for all approaches except for FL, which keeps competitive performance in both
full and partial repairs. These results match our hypothesis that our flexible
program alignment is appealing when there exist fewer correct programs for
a given assignment. In C100, we observe that FL is able to achieve more full
repairs than SC and SL except in the CA, JO and MU assignments, where SC
and SL perform better. In these assignments, there exist correct programs with
the same loop structure that are suitable to repair incorrect programs; however,
our ranking based on edge correctness does not promote these in favor of other
correct programs with a different loop structure but similar semantics.

6 Related Work

CLARA [3] compares variable traces to cluster correct programs based on test
cases. A single correct program is selected as a cluster representative. Each incor-
rect program is compared to every cluster representative based on variable traces
to find the minimal repairs to transform from incorrect to correct. Sarfgen [18]
searches for similar correct programs that share the same control flow struc-
ture as the incorrect program. To identify the best correct program to repair an
incorrect program, it summarizes variable traces into vectors that are compared
using Euclidean distance, so the correct program with the smallest distance is
selected. Incorrect and correct programs are fragmented based on their control
flows, and, for each fragment pair that is matched, potential repairs are com-
puted using abstract syntax tree edits. CLARA and Sarfgen only consider pairs
of programs whose control flow match, which is a hard constraint since such
a pair may not currently be present in the set of correct programs, or such a
control flow may not even be possible.

Refazer [15] proposes “if-then” rules to match and transform abstract syn-
tax subtrees of a program. Such rules are synthesized from sample pairs of cor-
rect/incorrect programs, in which tree edit distance comparisons between correct
and incorrect programs help identify individual transformations. A clustering
algorithm finds transformations that can be abstracted away into the same rule.
sk p [13] relies on neural networks to repair incorrect programs. First, all vari-
ables in each program are renamed to tokens, and sk p constructs partial frag-
ments of three consecutive statements using these renamed tokens. The middle
statements in fragments are removed and fed to the repairer for training, i.e.,
each training pair consists of the partial fragment without the middle statement
and the full fragment. Given an incorrect program, sk p computes all candidate
statements to be fixed, which form a search space that needs to be explored
to find all the necessary repairs. The order of statements is one of the main
drawbacks of Refazer, Sarfgen, and sk p: Refazer and Sarfgen rely on edit dis-
tances of abstract syntax trees, while sk p treats programs as documents. Our
approximate alignment allows to account for more implementation variability
and flexible comparison of programs.
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7 Conclusions

Nowadays, programming is perceived as a must-have skill. It is thus not sur-
prising that the number of learners have scaled to millions, especially in online
settings. Delivering feedback is addressed by repairing learners’ incorrect pro-
grams. The trend in data-driven approaches is to perform a rigid matching
between correct and incorrect programs to discover snippets of code with mend-
ing capabilities. The downside is that potential repairs that could be captured by
looser alignments may be missed. This paper explores using a flexible alignment
between statements in pairs of programs to discover potential repairs. We com-
pare flexible with respect to rigid program comparisons. The former is capable
of repairing more programs than rigid schemes, which supports our hypothesis
that rigid approaches might be missing valuable code snippets for reparation that
could be discovered by an approximate method otherwise. As a result, we claim
that “search, align and repair” approaches should rely on flexible alignments to
improve their repair capabilities.
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Abstract. The article presents an analysis of a number of projects in
which the authors of the article participated. All projects are related to
computer support for the productive activities of students in the pro-
cess of studying mathematics. All analyzed systems can be considered as
systems that make human cognitive mechanisms interact with machine
“computational intelligence”. Based on the analysis of projects, vari-
ous ways of coordinating the user’s mental activity with the pseudo-
intellectual behavior of systems, which provide an intelligent dialogue in
the process of solving mathematical problems, are identified. It is shown
that the support of productive activity of students, including research
and constructive activity, requires non-standard computer systems, and
that the separation of intellectual operations between a learning system
and a person supports the productive components of the learning process
and initiates the development of new pedagogical approaches.
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1 Introduction

When designing an intelligent learning support system (LSS), one should answer
the following question: how to distribute cognitive mechanisms between a human
and an LSS? If the system has poorly developed means to support a subject dia-
logue (in its expanded understanding), it would not make significant changes
in the learning process. If the system, on the contrary, is capable of perform-
ing meaningful actions, there is a danger that its users will not show sufficient
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intellectual initiative, because the system will take it upon itself, and intellec-
tual functions of users will degrade. In recent years, the problem of transferring
conceptual mathematical knowledge through the use of a computer tool has
attracted more and more attention. Some theoretical generalizations are pre-
sented in the work [8].

Another important aspect of the development of an intelligent LSS is its
focus on the users, and the desire of developers to use their psychophysical
characteristics. There is a danger that the system will know too much about a
person interacting with it, which can potentially become a source of negative
impacts, either because of the possible unauthorized access to this information,
or because of an insufficiently competent use of the system by the authors: it
is enough to recall the first computer training systems: sometimes, according to
the points scored in the test, the systems gave offensive reactions to their user.

If we accept this limitation about collecting sensitive data, then the design
of intelligent LSS should be based only on modeling the subject area, and the
system should only analyze the user’s actions within this subject area. So the
development of such systems should be based on the field of teaching methods,
and not on the field of psychology. The other corollary of this limitation is a prin-
ciple, stating that an intellectual LSS should be based on cognitive mechanisms
of a user instead of substituting them.

The report will consider the so-called “computational intelligence” and its
use in intelligent LSS. By computational intelligence, we mean the ability of a
computer to perform calculations with various mathematical objects much faster
than a person, and an ability to present results in such a way, that users consider
them as results of intellectual activity. As an example, let us mention one of
examples that will be considered later: the ability of the system to determine
the correctness of the solution of a human-made problem without specifying the
correct answer.

2 Using “Computational Intelligence” in Mathematical
Research

The paper [20] demonstrates how mathematicians interact with computational
abilities of computers to make progress in the number theory. At first glance, it
seems that the interaction of a mathematician with a computer is obvious in this
case: instead of inventing new mathematical constructions, a researcher makes a
huge amount of computations with already known constructions. However, this
is not quite true. Here is what the authors write about this [20] (pp. 20–23):
“It is interesting that today we can repeat all the classical calculations on this
topic, performed in the 18th–19th centuries, in a few minutes on a household
computer”. “But in order to repeat the calculations by Western, you need to
think a little about the algorithms used” [20] (p. 18).

The reason is that with a straightforward approach, the operating time of
a computer is unrealistic to solve the problem. When human cognitive mecha-
nisms are included in the process, they make it possible to reduce the search



Interaction of Human Cognitive Mechanisms 261

so much that it is performed in a reasonable time. The authors note that the
presence of computational capabilities, which, unlike the first computers, operate
not just with numbers, but with more complex objects, for example, polynomials
in symbolic form, stimulate mathematicians to look for new ways of operating
with mathematical structures that are already “adapted” for further processing
by “computational intelligence”, which in this case means computer algebra sys-
tems. One might question whether they may be considered as intelligent systems,
but the example of WolframAlpha convinces that computational power can be
interpreted by humans as an intelligent response.

3 Using “Computational Intelligence” to Support Solving
Mathematical Tasks

At first glance, the above example may seem far from education. Let us consider
the systems of self-checking tasks, united by the common name Wise Tasks.
They are described in articles [2,3,17]. The main idea of these systems is that
they allow the user to describe a statement of a combinatorial, geometric, etc.
problem so that this statement is a formal description of the problem. After
entering such a description into the system, its author or any other user may
solve this problem, and the system will check the correctness of the answer.
The feature of the system is that the author of the problem does not enter its
reference solution; moreover, he or she usually does not know the solution of
the problem. At the same time, the system allows checking the entered answers
using the description of the problem, presented in a special form, close to the
usual human description.

Let’s consider the steps that a users makes while working the system. At
the first step, a user prepares the task for processing. For this he or she actu-
ally composes an exact mathematical description of the problem in a convenient
interface. Note that such work is not reproductive and requires mathematical
conclusions, different from those that are supposed by the problem books in
mathematics, but no less thoughtful and meaningful. This step, new for mathe-
matical teaching, can be called modeling. After entering the task into the system,
the user begins to solve it like the above-mentioned tasks from school problem
books. The system test whether the answer conforms to the task description and
generates a response to the answer Fig. 1.

Thus, the solution to the problem is carried out by the interaction of human
intelligence with the “computational intelligence”. This opens up new possibil-
ities for creativity: the user can vary the task, simplify it, consider similar ones
and solve them by interacting with the system.

4 Research Story Problems in STEM Education

A number of articles by the authors of this paper are devoted to the develop-
ment of various methods of applying the verification principle [7,11,12]. Let us
consider one typical example.
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Fig. 1. The WiseTasks combinatorics system

The use of the idea of verification in the project described below is associated
with using computational intelligence for solving NP-hard problems in real time,
which are auxiliary for solving more complex NP-hard problems.

Let us consider the interaction of human and computational intelligence in
solving mathematical research problems [6,19]. The articles present a system for
supporting research tasks within the framework of the remote International Com-
petition for the Application of ICT in the Natural Sciences, Technologies and
Mathematics “Construct, Test, Explore” (CTE). An example problem “Mathe-
matical rock climbing” is taken from [18]. The question is to place 16 points in
a square so that the shortest path connecting them is as long as possible. Note
that the problem of constructing the shortest path is NP-hard. To solve the
task, participants were supposed to use various intuitive considerations, includ-
ing considerations of symmetry and analyzing the results of experiments. The
Fig. 2 from [18] shows the best solution found by only two participants out of
several thousands. It should be noted that the optimal solution was unknown
not only by the participants, but also by the jury of the competition.

Thus, this example shows how a computer, and a participant interact in
conducting an educational research, splitting intellectual processes. Without fast
processing of the participant’s hypothesis by the system, the participant would
not be able to build the required path needed for further steps of the study.

5 Supporting Constructive Work as a Way to Introduce
a Theoretical Problem

As the last project, we will consider a support system for the competition in
discrete mathematics and theoretical computer science, in which the idea of
multiple representation of mathematical objects is combined with the idea of
verification.

Consider the system that supports the competition in discrete mathematics
and theoretical computer science (DMaTCS) [1,4] Let us discuss in detail one
example of using different interpretations to help students understand related
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Fig. 2. An example of the best solution to the minimax problem found by the partici-
pant with the support of “computational intelligence” [18]

ways of representing sets of words, such as: regular expressions, finite-state
machines, Turing machines.

A Task Example. Describe the set of words consisting of letters a and b, that
may be split into alternating blocks of similar letters of the odd length, for
example, abbbaaaaab.

This task can be supported by three different environments: the environment
to work with regular expressions, the environment to work with finite state
machines, the environment to work with turing machines.

The tool for verifying the proposed solution is used here as computational
intelligence. Moreover, the interface uses various methods of generating examples
for verification: it can either use examples provided by the user or use automat-
ically generated examples. In this work, the tasks are used independently, how-
ever, developing the idea of integrating the human and machine intelligences, it
is possible to propose a variant of combining different representations with a sin-
gle interface, then verification can be done without comparing the answer with
the reference, but comparing the answers for different representations with each
other. This part will be done by “computational intelligence”. The user will only
have to analyze examples on which there different representations don’t agree
and look for an error in his or her mathematical reasoning and constructions.

6 Discussion

In order to check the validity of the generalizations made above, let us analyze
the class of widespread and well-known systems: the dynamic geometry software.
This class of learning systems is one of the few that have earned worldwide
recognition and the idea of which is implemented in dozens of different systems,
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united by the generic concept of “dynamic geometry”. If in the basis of these
systems we find the features highlighted above, this can be considered a serious
argument in favor of the validity of the theoretical analysis performed.

Dynamic geometry systems make it possible to verify the proposed solutions
to geometric problems. Moreover, the verification mechanism is based not so
much on the capabilities of the system as on the capabilities of a person. The
solution created in the form of a geometric structure allows to visually see the
properties of this solution, and by moving the structural elements, one can clearly
see the existence of invariants that are specified by the problem statement [9].
It should be noted that the point that geometry studies is precisely invariants
under various transformations, and it is the determination of invariants that is
an important but difficult task for artificial intelligence systems. In connection
with this, one may note an example that Seymour Papert gives using another
tool (a turtle) to derive the invariance of the inscribed angle [16].

Thus, an important element of such systems is the transformation of the
machine (internal) representation of an object into a form that can be considered
as a preprocessing for the subsequent activation of human cognitive mechanisms.

This approach provides one of the possible solutions to the problem associ-
ated with the danger of introducing computer systems that will duplicate the
intellectual functions of a person and thereby hinder the development of intel-
lectual mechanisms of humans.

7 Conclusion

The use of machine intelligence in its current state in combination with human
intelligence makes it possible to create intelligent learning systems that do
not hinder the development of human intelligence, but give it new fields for
development.

Support for intellectual dialogue in the learning process can be achieved
through the splitting of information processing functions between a person and
a system. When creating a system, the following restrictions must be taken into
account: 1) the initiative to interact with the system must belong to the user;
2) the system should not collect information that may harm the user or may be
indirectly used for such purposes.

To support productive learning, the separation of functions between the user
and the system can be implemented as follows: 1) the system performs compu-
tational operations related to the generation and preprocessing of information,
including verification on a set of specific examples of theoretical hypotheses for-
mulated by the user; 2) the system presents the results of calculations in a form
that initiates human cognitive mechanisms associated to a large extent with
vision.
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Abstract. Massive Open Online Courses (MOOC) often face low course
retention rates due to lack of adaptability. We consider the personal-
ized recommendation of learning content units to improve the learning
experience, thus increasing retention rates. We propose a deep learning-
based learning path construction model for personalized learning, based
on knowledge tracing and reinforcement learning. We first trace a stu-
dent’s knowledge using a deep learning-based knowledge tracing model to
estimate its current knowledge state. Then, we adopt a deep reinforce-
ment learning approach and use a student simulator to train a policy
for exercise recommendation. During the recommendation process, we
incorporate Bloom’s taxonomy’s cognitive level to enhance the recom-
mendation quality. We evaluate our model through a user study and
verify its usefulness as a learning tool that supports effective learning.

Keywords: Personalized learning · MOOC · Knowledge tracing ·
Reinforcement learning · Learning path construction · Bloom’s
taxonomy

1 Introduction

The Massive Open Online Courses (MOOCs) reduces traditional education’s
limitations on time and location, increasing the accessibility and opportunity of
an education. Students without background knowledge may easily register for a
course and learn the subject. However, MOOCs suffer from a long-lingering prob-
lem of low retention rates. The main elements affecting the low retention rate are
lack of personalized learning, complexity, and MOOC participants’ diversity [4].
The low retention rate is also found to be affected by the low quality of MOOC
content and structure, lack of usability in tools and learning environments, and
high levels of self-organization [19]. Accordingly, MOOC course design, which
includes course content, structure, and information delivery technology, is con-
sidered another predictor of student retention [10]. Diversity of learners also
affects retention rate, that one-size-fits-all content of MOOCs is insufficient to
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adapt to individual learner’s needs [12]. By assigning learning resources based on
the student’s need, the resulting versatile adaptation of the learning environment
achieves personalization in MOOCs [3]. MOOC literature addresses that adap-
tive and personalized learning should be considered essential and incorporated
into MOOC services [3,21].

There are attempts to provide personalized learning through learning path
construction using knowledge tracing models and reinforcement learning [7].
Here, we regard a learning path as a sequence of recommended exercises to accel-
erate learning. However, existing approaches only recommend exercise sequences
that maximize the student’s predicted probability of giving the correct answer,
without considering the exercise difficulty [14,15]. Exercises on a concept may
require different cognitive levels. An exercise could test a student’s ability to
remember knowledge that requires a low cognitive level or applying the knowl-
edge that requires a high cognitive level. Therefore, constructing personalized
learning paths should regard the exercises’ cognitive levels for a high-quality
recommendation.

We propose a learning path construction model that generates an optimal
learning sequence based on knowledge tracing and deep reinforcement learning,
augmented with Bloom’s taxonomy. We utilize Dynamic Key-Value Memory
Network and Trust Region Policy Optimization (TRPO) to accomplish this task
[16,22]. We model student knowledge with the Dynamic Key-Value Memory
Network based on the student history data and generate an optimal learning
path filtered with Bloom’s taxonomy, suggesting an efficient learning plan. We
verify the adequacy and value of practically deploying the proposed model by
conducting a user study on MOOC stakeholders, teachers, and students.

Our work’s contribution is threefold: first, our work is the first approach to
integrate deep learning-based knowledge tracing, deep reinforcement learning-
based learning path construction, and Bloom’s taxonomy to improve the gener-
ation quality of learning paths. Second, we build a bridge between deep learning
technology and educational theory by joining deep knowledge tracing, deep rein-
forcement learning, and Bloom’s taxonomy. Third, we analyze the meaning and
expectations of applying learning technology from the perspective of educational
professionals.

2 Related Work

In this section, we focus works on deep learning application to education and
introduce Bloom’s taxonomy. We present deep knowledge tracing and deep rein-
forcement learning approaches to learning path construction.

2.1 Deep Learning-Based Knowledge Tracing

Knowledge Tracing (KT) attempts to model a student’s knowledge state based
on the observed performance of the student [6]. The observed performance in the
system is mainly the student’s response to a question on a certain concept. The
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goal of the knowledge tracing is to model the student’s latent knowledge state
and use the information to predict student behavior or to provide appropriate
assistance in learning [11].

Current knowledge tracing methods adopt deep learning approaches, improv-
ing performance in general. Deep Knowledge Tracing (DKT) models the knowl-
edge state in the form of student response prediction. DKT uses the Long-Short
Term Memory (LSTM) architecture to convey the sequential nature of student
interaction data [13]. Dynamic Key-Value Memory Network (DKVMN) develops
upon the DKT using memory network architecture [22]. DKVMN’s static key
memory stores knowledge concepts, and dynamic value memory stores students’
knowledge states on the corresponding concepts. DKVMN models the student’s
knowledge states of latent concepts with a key-value memory, demonstrating
superior performance compared to DKT.

However, knowledge tracing methods are limited to estimating student
knowledge to predict student responses to questions. This limitation requires
humans to comprehend and interpret the prediction for meaningful utilization
of models for educational implementation. For instance, the model could pro-
duce a student’s estimated knowledge level on knowledge concepts, but it is up to
humans to instruct appropriate learning materials.

2.2 Personalized Learning Path Construction with Reinforcement
Learning

Constructing a personalized learning path is achieved by determining how to
adaptively sequence various instructional activities to assist in learning. With
the student’s estimated knowledge state, the personalized recommendation of the
learning resources is formulated as generating an optimal sequence of instructions
in the system. The goal of learning path construction is to compute a policy
with reinforcement learning methods that select the best learning materials that
maximize the student’s knowledge state on a particular knowledge concept.

Applications of reinforcement learning-induced methods are effective at gen-
erating meaningful instructional policies in various learning tasks that benefit
student learning [7]. Rafferty et al. find the optimal learning policy by formu-
lating the task as a Partially Observable Markov Decision Process (POMDP)
to accelerate learning[14]. Reddy et al. investigate the model-free reinforcement
review scheduling algorithm that learns flexible and scalable teaching policies to
maximize learning [15].

Recent works merge deep knowledge tracing models with deep reinforce-
ment learning with consideration of knowledge concepts. Ai et al. proposes a
concept-aware knowledge tracing model with exercise recommendation using
reinforcement learning, demonstrating better performance in maximizing stu-
dent’s knowledge level [1]. Liu et al. accomplish adaptive learning through join-
ing the Knowledge Tracing module, Cognitive Navigation module, and Actor-
Critic Recommender module [11]. However, these works only consider knowledge
concepts and its hierarchical structure of a question, overlooking the question
complexity that assesses students’ cognitive skills.
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Table 1. Bloom’s Taxonomy and its corresponding action verbs [2]

Objective Verbs

Remembering Choose, Define, Find, Recall, Relate, Select, Show,
Spell, Tell

Understanding Classify, Compare, Contrast, Demonstrate, Explain,
Relate, Interpret, Rephrase, Show, Summarize,
Translate

Applying Apply, Build, Choose, Construct, Develop, Identify,
Interview, Make use of, Model, Organize, Plan,
Select, Solve, Utilize

Analyzing Analyze, Assume, Categorize, Classify, Compare,
Contrast, Dissect, Distinguish, Divide, Examine,
Function, List, Simplify, Survey

Evaluating Agree, Appraise, Assess, Award, Compare, Conclude,
Decide, Deduct, Disprove, Estimate, Evaluate,
Measure, Perceive, Prove

Creating Adapt, Combine, Compile, Construct, Create,
Design, Discuss, Estimate, Imagine, Improve, Invent,
Modify, Predict, Propose

2.3 Bloom’s Taxonomy in Learning Path Recommendation

Bloom’s taxonomy classifies cognitive skills of students into six categories, rang-
ing from low-level skills to high-level skills [5]. The hierarchy of revised Bloom’s
taxonomy and its corresponding action verbs are presented in Table 1 [2]. The
classification of progressive complexity of cognitive levels is widely used to con-
struct learning objectives that students are expected to master [18]. Bloom’s
taxonomy is further utilized to classify learning contents associated with learn-
ing objectives for cognitive skill acquisition [17]. A number of approaches have
integrated Bloom’s taxonomy during the process of learning path recommen-
dation. Yang et al. formulate learning activities and assessments by Bloom’s
taxonomy, proposing an outcome-based learning path model [20]. Govindara-
jan et al. use Bloom’s taxonomy to determine the proficiency level and cluster
students into groups [9]. However, these learning path construction approaches
are limited to rule-based algorithms and do not use Bloom’s taxonomy during
learning path recommendation.

3 Learning Path Construction with Bloom’s Taxonomy

We propose a deep learning approach to recommend exercises, generating a per-
sonalized learning path. Figure 1 illustrates the overall framework of our model.
We use all students’ learning histories of the MOOC and the exercise level infor-
mation, labeled with Bloom’s taxonomy. For modeling student knowledge, we
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Fig. 1. The training process and inference process for learning path construction.

use Dynamic Key-Value Memory Network. We train the DKVMN model with
student learning history, which results in learned latent knowledge concepts to
predict student knowledge state. Then, the recommendation policy is trained
using the DKVMN model as the reward function. Based on the student’s esti-
mated knowledge state, the learning path construction task is framed as a Par-
tially Observable Markov Decision Process (POMDP) planning problem, and
the optimal policy is found by TRPO algorithm [16]. Finally, the recommended
exercises are filtered by the complexity of the learning content classified based on
Bloom’s taxonomy, depending on the student’s current level. The trained model
is then used to construct a sequence of exercises based on a new student’s quiz
records.

Our work mainly builds up from the model proposed by Ai et al.[1]. The
model presents a reinforcement learning approach using the concept-aware
Dynamic Key-Value Memory Network as the reward function. The knowledge
concepts are predefined and then fed into the process of knowledge tracing and
learning path construction. A difference between the model and our proposed
method is integrating exercise hierarchy based on Bloom’s taxonomy. Our pro-
posed method first learns the latent knowledge concepts based on learning his-
tory data, then incorporates the exercise hierarchy information for learning path
construction.

We divide Bloom’s taxonomy into two categories, ‘Remembering & Under-
standing’ and ‘Applying & Analyzing’, each corresponding to ‘Low’ and ‘High’
to apply our model to the Edwith e-learning platform1. The Edwith is a MOOC
for software development education created by the Connect Foundation, Naver
Corporation of South Korea. The platform hosts 320 online courses on software
development and targets job seekers who did not pursue a major in computer
science or software development.

1 https://www.edwith.org.

https://www.edwith.org
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Table 2. Exercise filtering algorithm using Bloom’s taxonomy

Step 1 Given a student quiz history, calculate a cognitive
level (low or high) as weights by complimenting
correct answers and penalizing incorrect answers

Step 2 For high cognitive level students, calculate the length
of low level exercises to be recommended by dividing
high cognitive weight by low cognitive weight

Step 3 Using the learned policy and a student simulator,
generate a recommended exercise until a desired
length of learning path is reached

Step 4-a For high-cognitive level student, incorporate low-level
exercise to the learning path until the low-level
exercise length from step 2 is reached. High-level
exercises are added for the remaining length of the
learning path

Step 4-b For low-cognitive level student, incorporate only
low-level exercises to the learning path

Step 5 As the student solves the recommended exercise,
repeat the process from step 1 by re-evaluating the
cognitive level of the student

Exercises of Edwith courses rarely include questions that require ‘Evaluating’
or ‘Creating’ level of cognitive skills. Instead, most of the exercises fall under the
‘Understanding’ or ‘Applying’ level. Therefore, we disregard ‘Evaluating’ and
‘Creating’ level of Bloom’s taxonomy in our model and use ‘Low’ and ‘High’
for labeling each exercise’s required cognitive level during the recommendation
process.

Our algorithm for incorporating Bloom’s taxonomy is as follows. Based on a
student’s quiz history, the cognitive level of the student is determined based on
a threshold derived from student score distribution. Then, given the student’s
cognitive level, the recommended exercises are filtered. For instance, a student
with a low cognitive level receives exercise recommendations of low cognitive
levels, and a student with a high cognitive level receives learning paths with
high-level exercises. Furthermore, for students with medium cognitive levels, the
number of low cognitive exercises is determined based on the cognitive level’s
degree. As the student progresses the course, the model keeps track of the stu-
dent’s changing cognitive level. If the student’s cognitive level reaches ‘High’,
the model recommends high cognitive level exercises. The complete process of
the proposed algorithm is elaborated in Table 2.

We assume that students achieve cognitive skill when students give correct
answers to questions corresponding to the skill. By incorporating the cogni-
tive level of exercises, we consider a student’s cognitive skill development pro-
cess during the recommendation process. Further, we acknowledge a different
level of complexity in the learning contents on a single knowledge concept and
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incorporate it into our model. Therefore, our model recommends learning paths
that better considers the student’s current cognitive skill.

4 Experiment

4.1 Dataset

To evaluate the performance of the proposed model, we use data from Edwith.
The Edwith is a MOOC service provider created by the Connect Foundation,
Naver Corporation of South Korea. The platform hosts 320 online courses on
software development and targets job seekers who did not pursue a major in
computer science or software development.

The Edwith provides its specialized content, named Boost Course. Unlike
lecture-based courses, Boost Course consists of lectures and their corresponding
quizzes. To be certified for course completion, students must receive a perfect
score in all questions in five trials. We used the student log data of the first trial
for the experiment. Among the offered courses, we choose the learning history
data from the CS50, an introductory computer science course taught at Harvard
University. Edwith hosts the lectures with Korean translated subtitles and a self-
developed quiz for each lecture. The concepts defined in the CS50 course are data
structures, algorithms, control flows, file I/O, and basic computer architecture.

Table 3. Student log data statistics of CS50 course.

Statistics Value

Number of students 1,984

Max sequence length 60

Average sequence length 32.25

Course completion rate 34.77%

Average sequence length of course completed students 51.59/60

Average quiz score of course completed students 84.36/100

Average sequence length of course uncompleted students 21.94/60

Average quiz score of course uncompleted students 33.87/100

Table 3 presents statistics of 1,984 unique student log data who are enrolled
in CS50 course. The quiz sequence’s total length is 60, and the average number of
quiz sequence solved by students is 32.25. The course completion rate is 34.77%.
The average number of quiz sequences solved by students who received course
certification is 51.59, with an average quiz score of 84.36 out of 100. The average
number of quiz sequences solved by students who did not complete the course
is 21.94, with a 33.87 average quiz score, confirming the relationship between
student engagement and course completion.
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Table 4. Example concepts and exercises and its corresponding Bloom’s level.

Concept Exercise Bloom’s Level

Overflow What is a problem caused by storing a
numeric value outside of the range of a
variable limit?

Low

Data structure What is a data structure that follows
first-in-first-out (FIFO) method?

Low

Algorithm What is the Big-O of finding ‘John Doe’
with linear search in a telephone dictionary?

High

Algorithm Given a list of [5, 6, 7, 3, 2], what is the first
iteration of selection sort for sorting in
ascending order?

High

We preprocess the data by breaking down each time step of CS50 student
response history into a data instance to predict each student response at each
time step. We also preprocessed skipped exercises as wrong answers. To use
Bloom’s taxonomy information, we further labeled each exercise to a low or high
cognitive level initially based on the exercise’s action verb. For exercises which
its learning objective differs from its action verb, we relabeled the cognitive
level of the exercise to match its learning objective to correct cognitive level.
Table 4 describes sample exercises and Bloom’s cognitive level. The exercises are
translated into English by authors.

Fig. 2. The training performance of solving with TRPO and sample learning paths gen-
erated from the baseline model and our model based on an average student’s learning
history. The learning path generated by using Bloom’s taxonomy recommends high-
level exercises at the end of the learning path to increase the cognitive level of the
student.

4.2 Model Implementation

We construct the DKVMN with 50 key dimensions, 100 value dimensions, 50
summary dimensions, and 20 concept dimensions. The DKVMN is implemented



Learning Path Construction Using Reinforcement Learning 275

with the Pytorch library and trained with the distributed data-parallel method
on a single GPU machine. We train the network for 200 epochs and early-stop
when the validation performance does not increase for 40 epochs. We set the
batch size to 512 and the learning rate to 0.001. The network is trained to
minimize binary cross-entropy loss. The evaluation metrics for DKVMN are
accuracy and Area under the ROC Curve (AUC).

Our model’s reinforcement learning system is implemented with the rllab’s
off-the-shelf implementation in OpenAI Gym environment [8]. The model solves
the POMDP problem with TRPO using a Gated Recurrent Unit (GRU) archi-
tecture [15]. We train the policy for 500 epochs.

4.3 Model Performance and Evaluation

We evaluate the performance of the DKVMN network using 5-fold cross-
validation. The average accuracy is 0.9681, and the average AUC is 0.9929, veri-
fying that the network successfully predicts future student response. We present
the process of reinforcement training performance in Fig. 2a. The performance
gradually increases to 90% while training for 500 epochs.

We present the generated learning paths from the baseline model of Ai et al.
[1] and our proposed model in Fig. 2b. The learning paths are generated to rec-
ommend ten exercises, and each square of a learning path indicates an exercise.
Black and white square indicate high and low Bloom’s level, respectively. We
selected a random student from the test data to generate the learning paths. The
student demonstrated average performance, scoring 30 out of 60 exercises. The
baseline model’s recommended learning path is portrayed as somewhat random,
recommending low cognitive exercise at the end of the learning path. Recom-
mending low-level exercises at the end of the recommendation could result in
frustration or boredom for a student. However, our model demonstrates a higher
quality of learning path, recommending the appropriate ratio of low cognitive
level exercises and suggesting high-level exercises at the end of the sequence.

Fig. 3. Survey responses on the model’s value in providing personalized learning and
supporting the continuation of learning.
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5 User Study

We conducted a user study to explore the educational value of our model. The
goal is to verify our model to MOOC stakeholders, teachers, and students.
Although model performance could be a measure of effectiveness, we consider
educational meaningfulness of the model as instrumental when applied to actual
learning. Since the MOOC platform is for a vast range of audiences, we emphasize
the expertise of educational professionals for in-depth observation and insights
on different interests and viewpoints.

We construct the survey questions as per the respondent’s profession. Hav-
ing personalized learning as the main theme, we asked teachers about teaching
methods using online platforms, course-level learning, and potential applications
of our model in teaching methods. To students, we asked for a continuation of
learning through MOOC, self-directed learning, and potential applications of our
model in their learning. We asked MOOC stakeholders on retention and customer
satisfaction. We surveyed a total of nine respondents, and survey responses are
translated from Korean to English by the authors.

Figure 3 illustrates survey responses on two questions on a Likert scale. We
first asked whether our model achieves personalized learning in MOOCs. 67%
of respondents answered ‘Strongly Agree’ and 17% of respondents answered
‘Agree’. Second, we asked whether our model supports students to keep up their
learning in MOOCs. 58% answered ‘Strongly Agree’ and 42% of the respondents
answered ‘Agree’, demonstrating our model’s practicality in MOOC learning.

The survey participants were positive towards the model’s application to
achieve personalized learning and self-directed learning. Teacher A described
that “learning results from a continuous process. Current learning experience
consists of previous learning and everyday learning experience leads to future
learning. During this process, the main reason for dropout is the consumption of
excess energy in determining the learning direction. If the model can reduce the
burden of setting learning plans, it would be a great help”. Teacher B commented
that “What determines the continuation in learning is students’ intrinsic reward
during the process of learning itself. The reward comes from the experience of
success. Since the model is constructed to provide students with an experience of
success, it is expected that the model will have a positive influence in increasing
the continuation of learning”. Student C responded that the “Most crucial step
of self-directed learning is constructing the sequence of learning contents. This
level of thought requires a high level of metacognition. When the model replaces
this process, students are expected to focus more and put more energy into the
learning process itself”.

We were able to confirm the needs of MOOC stakeholders on personalized
recommendations. Stakeholder A stated that “Providing appropriate information
in the right place at the right time is the primary role of service providers. There-
fore, the proposed service meets the user’s need for a content recommendation
based on their current state”. The stakeholder B answered that “We’re analyzing
how other similar service providers are implementing recommendation feature.
I believe the model may be used for the personalized content recommendation
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engine”. Overall, the stakeholders addressed the necessity of a recommendation
system for individualized learning and anticipate that the model will improve the
learning experience. However, there exist pessimistic comments on the stability
of the model in the real application. Primarily, teachers and MOOC stakeholders
were cautious about deploying the model for practical learning, addressing the
need for further verification of the model for safe implementation.

6 Conclusion

In this work, we proposed a learning path construction model using Bloom’s
taxonomy. We used a deep learning-based knowledge tracing model for esti-
mating student knowledge state and used reinforcement learning to generate a
sequence of recommended exercises. During the construction process, we inte-
grated the cognitive level information of exercises categorized by Bloom’s tax-
onomy, enhancing recommended exercises’ quality. We evaluated that recom-
mendation based on Bloom’s taxonomy’s cognitive hierarchy better meets the
needs of students than recommendations without considering cognitive exercise
levels. We anticipate that the model will effectively solve the absence of a per-
sonalization function in MOOCs that eludes its purpose as a practical learning
tool.
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Abstract. The number of introductory programming learners is
increasing worldwide. Delivering feedback to these learners is important
to support their progress; however, traditional methods to deliver feed-
back do not scale to thousands of programs. We identify several oppor-
tunities to improve a recent data-driven technique to analyze individ-
ual program statements. These statements are grouped based on their
semantic intent and usually differ on their actual implementation and
syntax. The existing technique groups statements that are semantically
close, and considers outliers those statements that reduce the cohesive-
ness of the clusters. Unfortunately, this approach leads to many state-
ments to be considered outliers. We propose to reduce the number of
outliers through a new clustering algorithm that processes vertices based
on density. Our experiments over six real-world introductory program-
ming assignments show that we are able to reduce the number of outliers
and, therefore, increase the total coverage of the programs that are under
evaluation.

Keywords: Graph clustering · Approximate graph alignment

1 Introduction

The number of novice programming learners has been steadily increasing for
the last years in both traditional and online settings [1,4]. Traditional methods
mainly rely on manual grading, and, as a result, are tedious, particularly for
providing effective feedback to many novice learners [1]. There is also a need
to assist instructors with the current “boom” in computing courses while con-
tinuing to provide a quality educational experience [9]. Current techniques to
analyze learner programs mainly focus on automating feedback delivery, and
they usually do not support an active role of the instructor [6]. Such an active
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role can be reflected in many forms, e.g., by enabling a flexible grading scheme
that is refined during the actual grading [3]. Additionally, the delivered feedback
is internally decided by the tools and the instructor, which can provide very use-
ful information regarding an assignment, has almost no opportunity to customize
their feedback and attune it according to each learner’s particular needs [6,7].
These tools perform several tasks over the set of available programs, for exam-
ple, automated analysis and repairing [10]. These tasks can help an instructor
to gain insights regarding learners’ strengths and weaknesses; however, these
opportunities have not been fully exploited by existing tools.

To address these issues, Marin and Rivero [8] presented a technique to ana-
lyze correct programs that pass a set of test cases. The individual statements of
these programs are clustered according to their semantic intent, e.g., checking
whether an integer i is greater than another integer m (to keep track of the max-
imum number) can be accomplished in several ways: if (i > m), if (m < i),
if (!(i <= m)), or if (a[j] > m). These individual statements can be clus-
tered together as “Check whether current number is greater than maximum.”
Statement clusters are promising to enable customized, automated feedback
delivery [5,8]. The existing technique relies on a structural graph clustering
algorithm that imposes strong graph connectivity restrictions to form clusters.
When individual program statements do not clearly belong to a cluster, they are
categorized as outliers. As a result, this technique discovers a small number of
statement clusters in real-world programs that are very cohesive, but misses to
classify many other individual statements. In the reported experiments, outliers
are between 30% and 70% of the total number of program statements.

In this paper, we identify opportunities to cluster additional statements under
the same semantic intents without compromising the cohesiveness of the discov-
ered clusters. We assume that a graph that connects all individual program
statements of all the programs that are under evaluation is created [8]. Then,
we discard edges in such a graph between individual program statements whose
similarities are below a certain threshold and, therefore, are noisy. To discover
statement clusters, we process vertices in the graph based on their density, which
serves to resolve “clear cuts” first, i.e., clusters of individual program statements
that are homogenous in their semantic intent, leaving the difficult cases for lat-
ter stages. Finally, we avoid clusters that may contain different program state-
ments belonging to the same program. The assumption is that each individual
program statement has a semantic intent, and that semantic intent must be dif-
ferent within a certain program. Taking all of these into account, we propose a
new statement clustering algorithm that, according to our experiments, is more
efficient than the previous technique, and is able to cluster, in the worst case,
more than 93% of the individual program statements.

The rest is as follows: preliminaries (Sect. 2), our proposed algorithm
(Sect. 3), experimental results (Sect. 4), and conclusions (Sect. 5).
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2 Preliminaries

We wish to analyze programs solving introductory programming assignments.
Assume three programs presented in Fig. 1 that solve the following assignment:
Read the total number of test cases. Each test case contains the number of cars
and a list of space-separated integers, each of which denotes the maximum speed
of a car in the order they enter a straight segment. For each test case, output
the number of cars which are moving at their maximum speed.

Fig. 1. Three programs solving CARVANS (https://www.codechef.com/problems/
CARVANS)

First, we model programs as program dependence graphs to be analyzed. A
program is represented by a program dependence graph G = (V,E,LV , LE) such
that V is a set of vertices, each of which is a program statement, E : V → V is a
bag of directed edges (there can be multiple edges connecting the same vertices),
LV : V → P(V) is a vertex labeling function from each vertex to the power set of
possible vertex labels V, and LE : E → {Ctrl,Data} is an edge labeling function
that determines whether an edge is control (Ctrl) or data (Data).

The program dependence graph representing p1 contains a vertex for each
program statement, for instance, a vertex associated to line 7 where a position
of a previously declared array is updated with the speed of a car. As a result
of these operations, LV of this specific vertex contains several labels, such as
array access, assignment and nextInt. All these labels form V that help identify
the semantics of the statements. Additionally, edges between vertices indicate
the relationships between the statements in the code. For example, there is a
Ctrl edge between the statement in line 6 (for loop) and the vertex previously
discussed. This edge indicates that the statement is executed only if the condition
of the loop is true. There is a Data edge between the statement that declares
variable i and the statement that uses i to access the array.

A statement cluster C is a set of vertices (statements) that have the same
semantic intent but can be implemented in different ways. Programs in Fig. 1

https://www.codechef.com/problems/CARVANS
https://www.codechef.com/problems/CARVANS
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initialize console using Scanner, which form a statement cluster. They read the
total number of test cases using nextInt, which form another statement cluster.

The technique by Marin and Rivero [8] discovers statement clusters using
a distance d(vi, vj) between vertices vi and vj , which considers both LV (vi)
and LV (vj) as well as their context. Having two program dependence graphs
Gi = (Vi, Ei, LVi

, LEi
) and Gj = (Vj , Ej , LVj

, LEj
), it finds a correspondence

between their vertices, a.k.a. alignment, A : Vi → Vj (Vi ⊆ Vj). To find A, a
weighted bipartite graph B = (Vi, Vj , EB ,WB) is used, where EB : Vi → Vj

and WB : Vi × Vj → R is an edge weight function such that WB((vi, vj)) =
1− d(vi, vj). B is complete: every vertex in Vi is related to every vertex in Vj by
an edge in EB . An alignment A is a maximum weighted matching in B.

The next step consists of finding alignments between all programs under eval-
uation (for n programs, the total number of alignments is 1/2 (n − 1)n). The
union of the alignments form the pairwise alignment graph P = (VP , EP ,WP ),
where VP is the union of all vertices in the program dependence graphs,
EP : VP × VP is the set of edges such that each edge belongs to a specific
alignment A (maximum weighted matching), and WP : Vi × Vj → R is an
edge weight function such that WP ((vi, vj)) corresponds to WB((vi, vj)) in the
bipartite graph B from which A is computed. Statement clusters are discovered
by exploiting structural graph clustering over P , discerning between statement
clusters, hubs and outliers. Hubs and outliers are vertices that are connected to
other vertices in different statement clusters, but they do not belong themselves
to any cluster. A hub is connected to vertices that belong to more than one
statement cluster; an outlier is connected to vertices that belong to the same
statement cluster.

In Fig. 1a, the statement in line 11 in p1 is a hub since it relates statements
in the cluster formed by statements checking the current speed (lines 11 and 10
in p2 and p3, respectively), and statements in the cluster formed by statements
updating the current minimum speed (lines 13 in both p2 and p3).

3 A New Clustering Algorithm

Low weights in alignments introduce noise [8]. These weights are the distance
between two statements in an alignment graph. The algorithm to compute max-
imum weighted matchings focuses on large weights first, i.e., statements that are
very related and, therefore, it is desirable to have correspondences between them.
Unfortunately, since the algorithm aims to compute a maximum matching, there
are certain vertices (the “leftovers”) that are forced to match, even though their
weight is low, i.e., they are probably not semantically related. We propose a
user-defined threshold δ to avoid low weights in alignments as follows: let vi and
vj be two vertices, (vi, vj) is discarded from an alignment A if WB((vi, vj)) < δ.
By introducing δ, we expect to mitigate such noisy correspondences.

The processing order of the vertices may have an impact in the clustering
process. Depending on which vertex is selected first for processing, statement
clusters may contain a different set of statements. We propose to rely on the
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Algorithm 1: Mine statement clusters
Input: P = (VP , EP , WP ), δ β, ι
Output: A statement cluster function X : VP → N

1 EP := EP \ {(vi, vj) | (vi, vj) ∈ EP ∧ WP ((vi, vj)) < δ}
2 clnumber := 0
3 foreach v ∈ VP sorted by core number do

4 N := N̂(v, P ), N ′ := ∅
5 foreach v ∈ N do

6 N ′ := N ′ ∪ N̂(n, P )
7 if overlap(N, N ′) ≥ β then
8 X(v) := clnumber
9 foreach n ∈ N ∩ N ′ do

10 X(n) := clnumber
11 clnumber := clnumber + 1

12 else
13 X(v) := −1

14 foreach i ∈ ran X do
15 V := {v | X(v) = i}
16 if |V | < ι then
17 foreach v ∈ V do
18 X(v) := −1

concept of the core number to determine such processing order. A k-core is a
maximal subgraph of a graph in which all vertices have at least k neighbors [2].
The core number of v is the largest k such that v belongs to the k-core but not
to the (k + 1)-core. We thus process first vertices that are expected to be dense,
i.e., they are semantically cohesive. These vertices should be “clear cuts” and
the unraveling of posterior vertices should benefit from these early decisions.

A duplicated statement cluster contains at least two vertices that belong to
the same program [8]. Since our goal is to detect statements across programs that
have the same semantic intent, duplicated statement clusters are thus harmful.
For instance, lines 11 and 12 in p1 can be part of the same statement cluster. As
a result, we avoid duplicated statement clusters by defining a N̂(v,G) function
that receives a vertex v and a graph G as input, and outputs all the neighbors of
v in G such that every neighbor belongs to a different program than v. Forming
clusters based on N̂(v,G) prevents duplicated statement clusters.

Algorithm 1 uses all of these ingredients to discover statement clusters.

4 Experiments

We evaluate our technique over six different introductory programming assign-
ments. Five of them are from CodeChef (BUYING2, CARVANS, CONFLIP,
LAPIN and STONES), which were also studied by Marin and Rivero [8].
The sixth assignment corresponds to P327A from Codeforces1. Table 1 presents
1 https://codeforces.com/problemset/status/327/problem/A.

https://codeforces.com/problemset/status/327/problem/A
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Table 1. Statement clusters and program coverage obtained for six different introduc-
tory programming assignments using δ = .5, β = .8 and ι = .05 |P |

|P | |VP | |EP | |C| |U | Cov µV T (s)

BUYING2 861 24,566 8,350,147 80 2,700 95.10% 273.33 ± 249.05 44

CARVANS 719 17,487 4,855,564 62 2,270 94.32% 245.44 ± 222.60 22

CONFLIP 1,203 26,685 12,155,327 68 3,555 93.77% 340.15 ± 340.27 75

LAPIN 561 18,126 3,856,061 107 1,890 94.77% 151.74 ± 135.09 21

P327A 750 22,384 6,948,266 93 1,116 96.26% 228.69 ± 201.79 34

STONES 152 4,312 252,174 98 405 96.67% 39.87 ± 40.03 1

our results, where |P | represents the total number of correct programs avail-
able, |VP | is the total number of statements in the pairwise alignment graph,
|EP | is the total number of edges that meet the weight threshold criterion
(WP ((vi, vj)) < δ = .5) in the pairwise alignment graph, |C| is the number
of statement clusters discovered that meet both overlap and pervasiveness crite-
ria based on β = .8, |U | is the number of vertices that are non-clustered, Cov is
the mean coverage of the program statements under evaluation, μV is the mean
(and standard deviation) number of program statements that are contained in
each statement cluster, and T is the total time in seconds to discover statement
clusters. We set ι to 5% of the total number of programs (ι = .05 |P |). The
timings presented in Table 1 were obtained using commodity hardware.

Comparing our results with those obtained by Marin and Rivero [8], we
observe that the coverage we obtain with the statement clusters computed by our
technique significantly outperforms the previous coverage. For instance, in the
LAPIN assignment, the previous coverage was above 30% based on 20 statement
clusters. In our experiments, we obtain a coverage of 94% using 107 statement
clusters. LAPIN has a fewer number of programs that have more implementa-
tion variability than other assignments. This can be determine by measuring
the number of statement clusters as well as the average number of program
statements per cluster. Because of this variability, the technique by Marin and
Rivero [8] marks many program statements as outliers or hubs since there is no
enough evidence to include them in a specific cluster. In our technique, these
program statements are “forced” to belong to a given cluster, which will result
in more diverse program statements clustered together.

5 Conclusions

Introductory programming learners need to receive constant feedback to improve
their computational problem solving skills. It is currently a challenge to deliver
feedback to the large number of learners in both traditional and online settings.
Existing techniques focus on the automated analysis and delivery of feedback,
and do not generally support an active role of the instructor neither in the
feedback nor in its delivery. A promising direction to enable instructor-on-the-
loop feedback delivery is to group program statements into clusters with a similar
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semantic intent. A previous technique focused on guaranteeing the semantic
cohesiveness of the clusters rather than covering a large number of individual
program statements. As a result, many program statements in the long tail are
not clustered and, therefore, do not receive feedback. In this paper, we analyze
several opportunities to increase the coverage of individual program statements
with the goal of delivering feedback to the long tail. Our experiments show that
we are able to cover, in the worst case, more than 93% of the program statements
available for the assignments under evaluation. This increasing coverage comes
with the penalty of less semantically-cohesive statement clusters.
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Abstract. The emergence of voice-assistant devices ushers in delight-
ful user experiences not just on the smart home front, but also
in diverse educational environments from classrooms to personalized-
learning/tutoring. However, the use of voice as an interaction modality
could also result in exposure of user’s identity, and hinders the broader
adoption of voice interfaces; this is especially important in environments
where children are present and their voice privacy needs to be protected.
To this end, building on state-of-the-art techniques proposed in the lit-
erature, we design and evaluate a practical and efficient framework for
voice privacy at the source. The approach combines speaker identification
(SID) and speech conversion methods to randomly disguise the identity
of users right on the device that records the speech, while ensuring that
the transformed utterances of users can still be successfully transcribed
by Automatic Speech Recognition (ASR) solutions. We evaluate the ASR
performance of the conversion in terms of word error rate and show the
promise of this framework in preserving the content of the input speech.

Keywords: Privacy · Voice-enabled device · Speech conversion ·
De-identification

1 Introduction

There has been an explosion in voice-assistant device market over the past
few years, especially due to the broader movement towards voice-enabling IoT
devices in homes and enterprises [8]. Although voice-assistant devices in educa-
tion are not meant to replace the meaningful and necessary human interaction
between teachers and students, they can help teachers do many things more effi-
ciently and excitingly. An example of this application would be a digital assistant
that sits in the classroom to support the teacher (and sometimes students) in
their everyday tasks such as providing access to vetted content including text,
image, video, etc., or browsing web pages through voice.

However, the use of voice also raises practical privacy concerns [6,7,10]. These
concerns are more serious in environments such as schools where children are
present and they may also interact with the device. For instance, the speech
files can be processed for profiling after appropriate speaker identification (SID).
c© Springer Nature Switzerland AG 2021
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Fig. 1. Block diagram of the proposed framework.

Although recent privacy laws (including COPPA and GDPR) have forced major
technology companies to establish privacy policies [12], a typical user is still
unaware of and lacks enough forethought on ways in which the speech data
could be used then or in the future (including sharing with third-parties). We
believe that privacy should not be an after-thought, but should be provided by
design [13], and as close to the source of recording as possible. To address this
problem as well as several drawbacks of the previous related works, we develop an
efficient framework for voice privacy that is practical to implement in real-time.

2 Methodology

In a preliminary work [9], some early observations were reported for voice pri-
vacy protection based on cycle-consistent adversarial networks voice conversion
(CycleGAN-VC) [4], which can be used to convert speech utterances. CycleGAN-
VC2 [5] is an improved version of CycleGAN-VC that outperforms CycleGAN-
VC in terms of naturalness and similarity for different speaker pairs, including
intra-gender and inter-gender pairs [5]. We used CycleGAN-VC2 based on the
implementation in [1] to create multiple source-target conversion models.

The steps of the proposed framework are as follows (refer to Fig. 1). First a
training dataset with n number of speakers is selected. This dataset is used to
create n SID models, one for each speaker, as well as n(n−1) conversion models
based on CycleGAN-VC2, two for each pair of the speakers (one per direction).
For SID, we adopted a typical SID method that uses mel-frequency cepstral
coefficient (MFCC) and linear predictive coding (LPC) features along with GMM
and universal background model (UBM) based on the implementation in [2]
to model each speaker. As Fig. 1 shows, the input utterance is first mapped
to the closest speaker using the SID models trained for the speakers in the
dataset to ensure a high-quality conversion. Then, the target is chosen at random
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Table 1. WER values for different conversion combinations. The first row corresponds
to the original utterances with no conversion. The median value for all cases was 0.

Source Target p75 Truncated mean Mean STD

– – 0 0.019 0.107

All All 0.028 0.219 0.363

All Male 0.006 0.171 0.332

All Female 0.044 0.256 0.389

Male Male 0.010 0.186 0.342

Female Female 0.016 0.193 0.346

Male Female 0.158 0.369 0.436

Female Male 0.032 0.235 0.378

from the remaining speakers in the training dataset. Since part of the model
selection process is random, it ensures there is no reversibility in identifying the
speaker of any given utterance. Finally, the input utterance is converted using
the pre-generated conversion models and the output is sent to the ASR and
intent extraction modules to take an action.

3 Results

In order to assess the performance of the proposed framework, 880 utterances
were recorded from 1 woman and 4 men (176 each), where 3 men were native
English speakers with American accent. The recorded utterances were typical
examples of commands given to voice assistant systems in an educational set-
ting such as “go back to the beginning of a video”, “mute”, “speak louder”, “yes”,
etc. For the training dataset, VCC2016 [11], which has high-quality utterances
from 5 men and 5 women (n=10) was used. Different combinations of source-
target subsets were evaluated to identify the subset with the lowest Word Error
Rate (WER). Table 1 reports the WER statistics for different subsets on the out-
puts obtained from a major technology vendor’s cloud ASR platform [3] when
an appropriate list of commands, which goes beyond the commands used in the
dataset was provided as the input context to the ASR. The p75 results for the
WER show success of the conversion in most cases. As seen, the lowest WER was
obtained when both male and female speakers were used as candidates to map
the source, and only male speakers were used as the random target. This phe-
nomenon may be caused by the inherent characteristics of the CycleGAN-VC2
or possible unbalanced (male dominated) data used to train the ASR engines.

Different approaches may be adopted to evaluate the de-identification perfor-
mance of the proposed method. To simplify things in favor of a cloud SID system
aiming at identifying speakers, we assumed that the system already has some
training data on original voices of each speaker with labels and generated SID
models based on them (same SID approach as discussed in Sect. 2). Then, we
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Fig. 2. Computational time for speaker identification (SID) and voice conversion.

compared the performance of SID with unconverted and converted test data. In
order to do so, we randomly divided the data of 880 utterances to train and test
sets with 70% and 30% portions, respectively. The SID on the original uncon-
verted test data was 100% accurate with all utterances being perfectly classified.
However, when the converted version of the same utterances were tested with
the SID, the accuracy was only 20.45% with 210 out of 264 utterances mis-
classified (essentially random selection of speaker). This shows the effectiveness
of the proposed framework in disguising the identity of the speakers.

Finally, the inference computation time of the proposed framework was calcu-
lated to determine the feasibility of the method in real-time applications. Figure 2
shows the computation time for speaker identification and voice conversion on a
machine with an Nvidia GPU (1080 GTX), with less than 10% GPU utilization.
As seen, speaker identification is performed very fast and remains under 0.2 s
even for an utterance of 7 s. Voice conversion takes longer and a delay of 0.5 s is
observed for short utterances of 1 s, which can be negligible in most applications.
Nevertheless, as the duration of utterances increases, the delays become smaller
and for any utterances of 2 s and longer, the conversion can be run real-time.

4 Conclusion

In this paper, we proposed a practical framework for voice privacy protection,
while preserving the content of an utterance, using a combination of speaker
identification and speech conversion models. In educational settings, due to laws
and regulations, solutions may need extra level of privacy before gaining adop-
tion. We believe that if smart assistants provide such voice privacy by design (at
the source), the adoption of voice interfaces would accelerate in both one-one
personal tutoring and public spaces such as schools and lead to ubiquity of voice
as an interaction modality sooner.
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Abstract. Recent advancements in Machine Learning and software development
are extending the applications of Intelligent Tutoring Systems (ITS) into non-
cognitive skill domains, while proposing novel design architectures and tutoring
strategies. In this paper we present our ongoing work on Selfit, an Intelligent
Tutoring System for psychomotor development. The system focuses on and was
tested for Anatomical Adaptation training, the first phase of training. The tutoring
module includes a contextual multi-armed bandit algorithm for online generation
of teaching sequences to overcome multiple problems, such as lack of training
time, complexity of user characteristics, or management of motivation. First, the
system was evaluated in a virtual environment, where populations of trainees
follow several personalization strategies in systematic experiments. Second, Selfit
is currently being tested by a group of users and a preliminary study revealed that
most trainees find the system easy to use, modern, and attractive.

Keywords: Intelligent Tutoring System · Psychomotor development ·
Contextual Multi-Armed Bandits · Personalization

1 Introduction

Psychomotor development is a lifelong process of learning how to move accordingly
to a dynamic environment. Essential movements, such as pushing, pulling, or core, are
prerequisites for learning specialized, complex psychomotor tasks required by daily
life, or leisure activities. Psychomotor development usually starts with the definition of
movement competence and the initial evaluation of trainees, whereas the development
of physical qualities requires following the super-compensation cycle [1].

A thorough analysis of relevant works published in the ITS community related to
psychomotor skills was conducted by Neagu et al. [2]. The study presented 7 relevant
papers,mapping several psychomotor domains, such as: acquiring driving skills,military
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(U.S. Army – GIFT [3]), training for laparoscopic surgeries (robotic-assisted), postural
retraining in health, improving motor learning (TIKL [4]), or ball-passing training.

Following the previously mentioned literature review, the aim of this research is to
introduce and perform an initial evaluation of an Intelligent Tutoring System designed
for psychomotor skills – Selfit – which is focused on amateurs performing sport for
general health. The main challenge for our ITS is to identify the optimal sequence that
maximizes the average competence level, across all targeted skills [5]. This challenge
is driven by three main factors, which were first tackled by Clement et al. [5] when
addressing learning sequence personalization for mathematics: a) limited time for prac-
ticing activities; b) managing motivation is hard, and c) individual differences between
trainees. The results obtained by Clement et al. [5] using multi-armed bandit algorithms
are comparable and even surpass, in certain conditions, the sequences created by expert
teachers; a similar approach was used in Selfit.

2 Intelligent Tutoring Systems for Psychomotor Development

Selfit aims to support students in performing fundamental and specialized movement
tasks correctly and safely, by generating learning sessions adapted to their responses to
physical stimuli. First, the system defines the general learning objectives by interacting
with trainees and deducing the list of movement skills to be acquired. An initial student
profile is calibrated through a set of representative sports tasks, called challenges, which
evaluate the trainee’s readiness to perform movement skills.

Four conceptual components, or modules, interact with each another: a) Graphical
User Interface (including Authentication, Calibration, Dialogue and Training session),
b) Domain model, c) Student model (including Monitoring), and d) Tutoring model.
Feedback is crucial to performmotor skills well [6]. Before starting a session, Selfit asks
trainees to self-evaluate their fatigue level, motivation to train, sleep quality, and stress
level. During training, Selfit asks trainees to self-evaluate at the end of each exercise.
After the training session, the system assesses the session difficulty.

The Selfit Domainmodel consists of an ontology [7]whose core consists of themove-
ment skill class, with associated psychomotor profile, movement patterns, and training
program modalities [8]. The ontology describes the relationships between body, mus-
cle chains, joints movements, agonist, antagonist, and synergist muscles for strength
qualities development. The Selfit Student model contains information about the trainee’s
psychomotor capacities, especially the ones related to the supercompensation cycle sta-
tus, as well as usage statistics. The Monitoring module accesses information on how
trainees are using the system or how they are progressing with their training. The Selfit
Tutoring model supports the learning process by providing machine learning mecha-
nisms to support the adaptation of the learning program to the trainee’s characteristics.
Current work focuses on the first level of adaptation – a Novice Trainer. The underlying
model relies on templates of training sequences for generating micro-cycles and ses-
sions based on trainee input. A sub-list of templates used for generating micro-cycles in
anatomical adaptation are the presented in Table 1.

TheNovice trainer has to choose the right exercise from the list of available exercises.
An efficient online method, namely contextual Multi-Armed Bandits [9] was used to
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Table 1. Micro-cycle templates examples for anatomical adaptation.

Micro-cycle template name # of trainings Recommended trainee

Push/Pull/Lower/Upper/Lower 5 Men

Hip Dominant/Knee Dominant/Upper/Lower/Upper 5 Women

Upper/Lower/Full/Full/Full 5 Mixed

explore and optimize different exercises and estimate trainee progress. The context of
Selfit is the trainee shape-of-the-day which is computed using a Borg scale [10], while
a Category-Ratio Scale is used to measure different body shape parameters. The reward
of Multi-Armed Bandit is represented as the number of Repetitions in Reserve (RiR)
[11]. RiR denotes how many more repetitions a trainee could have performed at the end
of a set; 0 marks reaching maximum repetitions.

3 Results

3.1 Simulation with Virtual Trainees

The efficiency of the Tutoring module was simulated with different contextual multi-
armed bandits’ implementations. The experiment was conducted in an environment
configured with 1800 exercises, 300 for each movement family, with 10 per each level
of difficulty. The following setup was considered for a person: 400 training sessions,
128 exercises per month, with 4 sessions per micro cycle, each of them with 8 exercises.

Four agents with different strategies, were trained: a) random agent, b) multi-armed
bandit upper confidence bound (MaBUCB1), c) multi-armed bandit ε-Greedy (0.1), and
d) Bayesian MaB UCB1. Initial competence levels were configured randomly for each
movement type of the simulated trainees. In the experiment, a population of 1000 trainees
was generated, each with a specific competence level. Figure 1 introduces the simulation
results in which a datapoint on the Ox axis encapsulates the cumulative reward of 10
training sessions, while theOy axis uses a squared root scale. The algorithm that provides
the best cumulative reward during training is the Bayesian Multi-Armed Bandits UCB1:
1175; next was the ε-Greedy strategy (975.8), followed by simple MaB UCB (483.3),
and random (33.1).

3.2 Preliminary User Testing

Selfit is currently being tested with real users to evaluate whether it fulfills its require-
ments (quality test) and observe if trainees use it effectively, efficiently, and are satisfied
(usability test). This phase is a long-term process that will last at least 12 consecutive
weeks. A group of 18 trainees, from France and Romania, both novice and experimented
in psychomotor training, started to use Selfit. Each trainee was assigned randomly at reg-
istration into one of the training strategies: random, MAB UCB1, ε-Greedy (0.1), and
Bayesian MAB UCB1.
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Fig. 1. Training algorithms comparison – 2 years’ timeframe.

A user experience survey was conducted during the testing phase with 18 trainees.
The AttrakDiff questionnaire [12] on a 7-point Likert scale was used to assess their
perceptions (see Table 2 for summative results). Selfit is generally perceived as practical,
predictable, simple, connective, and human-oriented when considering its pragmatic
qualities. In terms of hedonist qualities, the system is perceived as stylish, motivating,
novel, and captivating.

Table 2. Selfit user experience feedback based on AttrakDiff questionnaire (Mean and Standard
Deviation values corresponding to qualities scored on a 7-point Likert scale).

UX quality M (SD) UX quality M (SD) UX quality M (SD)

Pleasant 5.44 (1.11) Connective 4.61 (1.53) Human 4.55 (1.25)

Inventive 4.94 (1.80) Simple 4.50 (1.42) Professional 4.83 (1.50)

Attractive 5.05 (1.22) Practical 5.50 (0.89) Likeable 5.83 (0.95)

Straighforward 5.05 (1.17) Stylish 5.00 (1.20) Predictable 4.27 (1.19)

Premium 4.66 (1.29) Integrating 5.72 (0.80) Brings people closer 4.72 (1.32)

Novel 5.22 (1.35) Motivating 5.44 (0.95) Captivating 5.44 (0.89)

4 Conclusions

Our current work introduces a new Intelligent Tutoring System used for Anatomical
Adaptation Psychomotor training – Selfit – that integrates ontologies for knowledge
representation, modern libraries for user interface design, and recent advancements in
teaching strategies for personalizing training content.

Several experiments were conducted in a fully simulated environments, where pop-
ulations of trainees were generated, with corresponding exercises of different character-
istics. Four teaching strategies were tested, from which Bayesian MABUCB1 exhibited
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the best results for a scenario close to a real-world use case. In parallel, a testing phase
with real users was started; this phase normally lasts for at least 12 weeks (preferably
6, 12 months for long-term effects). The preliminary user experience survey showed
promising results and highlighted the usefulness of the built system. Next, more insights
on the efficiency of the personalization training algorithms will be studied, more trainees
will be involved in the process, and future developments will be decided after the testing
phase.
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Abstract. Individual feedback is a core ingredient of a personalised
learning path. However, it also is time-intensive and, as a teaching form,
it is not easily scalable. In order to make individual feedback realisable
for larger groups of students, we develop tool support for teaching assis-
tants to use in the process of giving feedback. In this paper, we introduce
Apollo, a tool that automatically analyses code uploaded by students
with respect to their progression towards the learning objectives of the
course. First, typical learning objectives in Computer Science courses are
analysed on their suitability for automated assessment. A set of learning
objectives is analysed further to get an understanding of what achieve-
ment of these objectives looks like in code. Finally, this is implemented
in Apollo, a tool that assesses the achievement of learning objectives in
Processing projects. Early results suggest an agreement in assessment
between Apollo and teaching assistants.

Keywords: Programming education · Automated assessment ·
Automated feedback

1 Introduction

Learning in the perspective of the 21st-century skills aims, among others, at
enthusiasm, deep understanding, the ability to apply, and reflection. For the
programming courses of our program of Creative Technology, we address these
skills by giving open assignments that allow for individual solutions and creativ-
ity, while making students owner of their learning process. The programming
assignments let students define their own project, as long as they use the con-
cepts taught in the course and demonstrate mastery of the learning outcomes.

A driving principle in this personalised learning process is individual feedback
to get students unstuck in their learning path when needed. However, individual
feedback is time-intensive, and, accordingly, does not scale well with an increas-
ing number of students. In order to make individual learning processes also
realisable for larger groups of students, we develop tools that support teaching
assistants in giving feedback.

We developed an online platform called Atelier to aid communication between
students and teaching assistants during programming tutorials. Students can
c© Springer Nature Switzerland AG 2021
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upload their code and share it with teaching assistants. Teaching assistants can
leave comments and see each others’ comments, which contributes to consistency
in giving feedback. Additionally, an automated code checker [6] identifies stan-
dard faults, creating suggestions for comments that the teaching assistant can
share and discuss with students. This increases the efficiency of giving feedback.

This paper introduces the extension Apollo1, which analyses programs sub-
mitted to Atelier with respect to the desired learning outcomes for the course.
The results of Apollo help teaching assistants to identify shortcomings of a pro-
gram faster, and hence also contributes to an increased efficiency and consistency
in giving feedback. Atelier and Apollo were developed in the context of the engi-
neering and design bachelor programme Creative Technology at the University
for Twente, where students start programming in Processing2.

Section 2 will cover related work on learning outcomes and automated feed-
back. In Sect. 3 we investigate learning outcomes in programming courses and
how mastery of these learning outcomes can be identified by an automated tool
is described in Sect. 4. Section 5 uses historical data to calibrate the system and
provides early validation of the approach when used in an actual course. The
final section closes with discussion and conclusions.

2 Background

This section introduces learning outcomes, including characteristics related to
their suitability for automated assessment, and approaches to automated feed-
back. The combination of both forms the basis for Apollo.

Learning Outcomes. Learning outcomes range from vague aspirations to achieve
at the end of a program to very specific objectives to accomplish in a single
lecture. Wilson [16] splits learning outcomes into aims, goals and objectives.

– Aims give a general direction and are not directly measurable. They are meant
to guide an entire program or subject area. An example from our programme
is “Graduates understand and can use technology in the domain of software,
algorithms and physical interaction.”

– Goals are more specific than aims in terms of scope, but they can still relate
to an entire program or subject area. They can be formulated as a concrete
action, but do not have to be. An example from our program is “Students
can create algorithms for solving simple problems.”

– Objectives are often written in behavioural terms to describe more specific
learning outcomes. They should be observable and measurable, like “Students
can implement a divide-and-conquer algorithm for solving a problem.”

We use the term ‘learning outcome’ to mean the intended learning outcome of
a course, which may or may not be the actual learning outcome for a student.

1 Available via https://github.com/creativeprogrammingatelier/apollo.
2 See https://processing.org.

https://github.com/creativeprogrammingatelier/apollo
https://processing.org


Automated Assessment of Learning Objectives in Programming Assignments 301

Learning outcomes can also be categorised according to “levels of mastery”,
similar to Bloom’s Taxonomy [3,10]. The Computer Science curriculum guide-
lines by ACM and IEEE [1] use three levels:

– Familiarity means the student knows a concept, or the meaning of a concept,
but is not able to apply it.

– Usage means whether the student can concretely use a concept, for example
in a program or when doing analysis.

– Assessment means that the student can argue for the selection of a concept
to use when solving a problem. This also requires the student to understand
available alternatives.

When looking at programming assignments, the related learning outcomes
are usually at the ‘usage’ or ‘assessment’ level.

Automated Feedback. A common approach that has been used since the 1960s is
the use of automated testing tools to check student submissions for correctness.
Douce, Livingstone and Orwell [5] describe several generations of these tools,
which all have in common that they require well-defined exercises with supplied
test cases to function correctly. In our context where students choose their own
projects to work on, these tools are not applicable.

Keuning, Jeuring and Heeren [9] reviewed 101 tools, and found a total of 8
approaches to provide feedback to students, of which automated testing is just
one. Four of the other approaches are specific to programming: external tools
(such as compilers), static analysis, program transformations, and intention-
based diagnosis.

This last approach tries to uncover the student’s strategy by matching code
with known ways and code patterns to achieve (sub)goals, following a structured
approach to programming [15]. A tool that uses this strategy is PROUST [7,8],
which was developed to provide feedback on free-form programming assignments,
based on goals the students learned approaches for. This suggests that a similar
approach would work well in our context of creative assignments.

An example of a tool that tracks the progress of students is the ACT Pro-
gramming Tutor (APT) [4], which has a Skill Meter that shows the probability
that the student has mastered that skill. APT is also goal-oriented, but works
with production rules based on the current assignment: it will not let students
take steps that are not on a known path to a correct solution. While the Skill
Meter serves a goal similar to what Apollo aims to achieve, the APT approach is
not applicable in our context: all assignments need predefined solutions, whereas
our course has requirements that allow for a variety of individual solutions.

3 Learning Outcomes

The goal of this section is to identify the learning outcomes that are assessable
by an automated tool. First, those common in computer science courses are
investigated, then those specific to our course.
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Fig. 1. Leaning outcomes from the knowledge areas Software Development Funda-
mentals (Algorithms and Design, Programming Concepts, and Data Structures) and
Programming Languages (OOP) in the ACM and IEEE curriculum guidelines.

Figure 1 illustrates the selection criteria applied to 31 learning outcomes
related to programming in the ACM and IEEE Computer Science curriculum
guidelines [1], from four topic areas relevant to our course. First, they are dis-
tinguished by their level. Only the ‘usage’ and ‘assessment’ level are relevant for
our purpose since ‘familiarity’ precludes the ability to use a concept by defini-
tion. Next, the learning outcomes need to be directly related to writing code.
And finally, the learning outcomes should be concrete and observable, which
means that only objectives are assessable. Considering these criteria, 15 out of
31 analysed learning outcomes were found suitable for automated assessment.

The focus of our course lies on using programming as a tool for express-
ing creative ideas [11]. This involves, for example, simulating basic but specific
physical systems, rather than learning algorithms in isolation, as would be com-
mon in classic computer science programming courses. Consequently, the official
learning outcomes have a clear focus on the ‘usage’ level. The specific learning
objectives, however, are similar to other introductory programming courses: stu-
dents have to learn how to write for-loops, they have to understand how variables
work and apply basic object-oriented programming concepts.

Based on the curriculum guidelines [1], the actual learning outcomes of our
course and the textbook [14], we defined five representative learning objectives:

1. Write a program that uses graphical commands to draw to the screen.
2. Write a program that uses looping constructs for repetition, using the appro-

priate looping construct.
3. Compose a program using classes, objects and methods to structure the code

in an object-oriented way.
4. Implement message passing to enable communication between classes in a

complex program, instead of using global variables.
5. Use elementary vector operations to simulate physical forces on an object.

These objectives are selected to give a fair representation of different types
of learning objectives and different degrees of freedom in the resulting code.
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The five topics are a selection of what students are expected at the end of
the course, which also concludes the first year of the Creative Technology pro-
gramme.

4 Recognising Learning Objectives

Given the learning outcomes suitable for automated analysis, as identified in the
previous section, this section focuses on the specific analysis techniques. We first
describe the general technology used to detect evidence, and then for each of the
five learning objectives what will count as evidence of mastery.

Finding evidence means to recognise relevant usage of programming con-
structs and programming patterns. Previous research on static analysis of Pro-
cessing projects [2,6] successfully adapted PMD3. It is also used for Apollo.

For most rules, Apollo uses the following function to translate the count of
occurrences to a probability of showing convincing evidence:

Sa,b(n) = 1 − 1
1
an

b + 1
(1)

This function defines a family of “S”-shaped curves in the range [0, 1〉, where
the slope is determined by the parameters a and b, which can be varied from
objective to objective, and from course to course.

The remainder of this section describes which aspects are relevant for the
different learning objectives, and how occurrences of relevant structures in the
code are counted. Unless mentioned otherwise, the S function is used to translate
this count into a probability. Its parameters will be determined in Sect. 5.

1. Write a program that uses graphical commands to draw to the screen.
This seems like a relatively simple goal, but full mastery also means that
students know different methods, can familiarise themselves with methods
that were not explicitly covered in the course and are able to use advanced
concepts, such as affine transformations.
Apollo uses a list of all graphical commands in Processing [12], grouped by
category. For a given program it creates a list of graphical commands that
have been used. The different metrics are then calculated as follows:
(a) Use of a variety of different drawing methods covered in the course.

Count the number of method calls from categories covered in the course.
(b) Use of advanced drawing methods, like those in the transform category.

Count the method calls in the transform category of drawing methods.
(c) Use of methods that are not explicitly part of the course material.

These are the methods that were not part of the count for the first metric.
The probability for the entire learning objective is a weighted average of the
individual probabilities. The first aspect has weight 3, the second weight 2
and the last weight 1. Students who do not use the covered drawing functions
frequently are unlikely to master the drawing commands, even if they do use
advanced or non-covered methods, so the first aspect should weigh most.

3 PMD is a tool for detecting code smells in Java, available at https://pmd.github.io.

https://pmd.github.io
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Fig. 2. Example of an array iteration that requires the use of an index.

2. Write a program that uses looping constructs for repetition, using the appro-
priate looping construct.
This objective has two aspects: usage of loops, and choosing the appropriate
type of loop for a goal. In the context of our course we distinguish the following
goals with the related code patterns:

– Repeating some code while a condition holds, using a while-loop.
– Repeating a task n times while increasing a counter, using a while- or

for-loop. For-loops are preferred in this case.
– Iterating over all items in an array, using a for-, while-, or foreach-loop;

the latter is the preferred option.
– Iterate over all items in an array while using the index independently. In

this case, a foreach-loop can not be used, and the for-loop is preferred.
See Fig. 2 for an example.

Instead of listing and matching on every possible coding pattern related to
using loops, Apollo characterises loops based on their usage. This includes the
type of looping condition used, the types of variables used in the body and
how the iterator variable is used. Based on this, three metrics are calculated
as follows:
(a) Use of different types of loops. The number of different types (either for,

while, or foreach) of loops used in the program.
(b) Use of loops in a variety of situations, e.g. to iterate over an array, but

also for simple repetitions. Count the number of occurrences of loops with
different characterisations.

(c) Choose the appropriate looping construct for a given task. This is calcu-
lated as the ratio of loops that are the most appropriate in that situation
over all used loops. This value already expresses the chance that a correct
looping construct is chosen, and does not need to be converted.

The probabilities resulting from these metrics are averaged to calculate the
probability that the program contains convincing evidence that the student
achieved this learning objective.

3. Compose a program using classes, objects and methods to structure the code
in an object-oriented way.
This goal is not just about using the keyword class, but about structuring
the program by grouping related data and actions together. The paper [6]
proposes an object-oriented structure for interactive Processing applications
and also provides static analysis rules for automated detection of so-called
design smells in this structure. If a program is structured into multiple classes
and none of the common design smells is detected, the student has likely
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mastered this objective. Also, it is assumed that any useful class has methods;
Apollo uses a minimum of 2.
The metrics are calculated as follows:
(a) Use of classes with various methods. This is simply the number of classes

with more than two methods.
(b) Relatively few detected design smells in the code patterns. For this metric,

Apollo runs the static analysis rules defined in [6] to detect code smells
in the program. Because the chance of a small mistake is bigger in a
large program, the amount of smells is divided by the number of classes
counted for the first metric. In this case, since a larger number means
more problems, and less evidence of mastery, it uses a flipped version of
function S.

The probability for the overall objective is the average of these two metrics.
4. Implement message passing to enable communication between classes in a

complex program.
This objective is related to the previous objective of object-oriented design
but is included separately since it receives dedicated attention in the course
materials. The goal is to share information between classes. A common, but
discouraged, practice is to define a global variable that several objects use.
The alternative is method parameter passing, where one object calls a method
of another object and passes the information by parameter. The second option
is preferred because the information is not shared with other parts of the pro-
gram that might inadvertently change its value.
To detect if the student can apply message passing, Apollo first finds all global
variables. Only variables that are mutated in the program should count for
message passing, so global constants are filtered out. Then the number of uses
of these global variables across different classes is counted.
The detection of parameter passing happens similarly: Apollo determines all
calls to methods from outside the defining class and counts the passed argu-
ments. To get a similar count to the global variable use, only arguments that
are locally declared values are counted.
The probability that the program contains convincing evidence that the learn-
ing objective is achieved, is then calculated as the ratio of parameter passing
instances over the total count of both communication methods.

5. Use elementary vector operations to simulate physical forces on an object.
Forces, acceleration, velocity and position are modelled in Processing using
the PVector class, so physical formulas are commonly translated into opera-
tions on these vectors. It is possible to define code patterns for common goals,
such as “apply a force to an object with mass”, “calculate the drag force for
an object in a medium”, “model gravity using constant downward force” or
“calculate friction”. If one or more of these patterns related to known goals
are found, it is a good indicator for mastery of this learning objective.
There are, however, many more physical phenomena than specifically covered
in the course and known to Apollo, especially since students are free to define
their own project. As a weak, but more general, indicator Apollo counts all
operations on PVector objects. While this could also indicate abstract linear
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algebra, an absence of PVector usage does indicate that the student is not
using PVectors for physical modelling.
To keep things manageable, Apollo only considers operations on PVectors
when comparing code patterns related to physics and simply ignores the cal-
culation of other parts of the solution. Apollo recognises five code patterns
for simulating physics, which are defined as a list of method calls on different
PVector instances.
Two metrics are computed as follows:
(a) Use of a known pattern for working with forces. Count the number of

times one of the five specified code patterns for physics matches with the
code, as explained before.

(b) Use of operations on PVectors. Simply count the number of operations
based on the declared PVectors.

The overall probability is calculated as the weighted average of both metrics,
where the first metric has weight 1, the second 2.5. This means that even
when no code patterns are recognised, a chance of 0.7 can still be reached
based on the number of PVector operations, which is desired because of the
mentioned limitations on detection of known physical structures.

5 Calibration and Validation

For an initial validation and determining the parameters for converting counted
metrics into probabilities, Apollo was used on an old dataset of final student
projects used in the evaluation of [6].

Calibration. To illustrate the method used for calibration of the parameters, we
discuss the example of counting calls to drawing methods covered in the course
materials. Other metrics were calibrated in a similar fashion.

Considering the drawing methods, we find that all programs in the data-
set use between 4 and 17 different drawing methods, with a median of 9. The
first quartile is at 8 drawing methods, the third quartile at 11. To determine
the correct parameters for the function S, these statistics were mapped to the
desired chance. The first quartile is mapped to 50%, the median to 70% and the
third quartile to 95%. This means that a chance of understanding above 95%
is assigned to the 25% best programs, above 70% to the 50% best programs
etc. For the covered drawing methods this means that 8 used drawing methods
maps to a 50% chance of being convincing evidence, 9 used maps to 70% and
11 used to 95%. The parameters were then determined with a standard curve
fitting algorithm.

Integration. To test Apollo in practice, the tool was integrated with Atelier,
our online platform for programming tutorials, where it creates comments with
its assessment on every uploaded project. To reduce the chance that teaching
assistants would interpret Apollo’s assessments as grading, the probabilities cal-
culated by Apollo were translated into words, following a mapping defined in [13].
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Fig. 3. An example comment by Apollo. The second icon in the lower left corner
indicates that this comment is not shared with the student, but only visible for the
teaching assistant.

A chance of 20% or less is rendered as ‘improbable’, for example. The intention
is that teaching assistants use this information to address when they provide
feedback, and not as a substitute for grading. See Fig. 3 for an example.

Apollo ran on 65 student submissions in the final week of the tutorial period
where students could ask for feedback on their projects. On 11 of these submis-
sions, a teacher or teaching assistant indicated whether or not they agreed with
Apollo’s assessment. Out of these 11 comments, 8 were positive and 3 neither
positive nor negative. Message passing and physics were both mentioned three
times in these comments. In the case of message passing, always because Apollo
indicated a low score on these programs and the commenter agreed with that
assessment. For physics this was the case for two comments; the third indicated
that there was some physics in the program which was not detected by Apollo.

The low response rate can at least partially be attributed to the fact that
Apollo was only deployed in the last week of tutorials when many students seek
help on their final projects. Teaching assistants rightly prioritise helping as many
students as possible in the limited time they have during a tutorial.

In separate interviews with two teaching assistants, both indicated to agree
with the comments made by Apollo most of the time. One of them indicated that
they would like to get more information on why Apollo made the assessment,
the other mentioned that the overall information presentation in Atelier could be
better and that it sometimes feels “rather spammy.” Both did find the provided
information useful when looking at a project uploaded by a student.

6 Conclusions

This paper reports on automatic assessment of learning objectives in a first-year
programming course, and its implementation in Apollo. Apollo is an extension of
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Atelier, our online platform that supports teaching staff in the process of giving
feedback to students. To develop the tool, we first selected learning outcomes
suitable for automatic analysis of students’ code in a systematic way, starting
with the Computer Science Curriculum Guidelines, followed by the learning
outcomes for programming courses in our program. In general, learning outcomes
on the correct usage of e.g. programming elements are suitable for automatic
analysis, while more general goals concerning the understanding of an area are
not. Based on this, we identified a set of five representative learning objectives
to use for the development of Apollo.

For each of these learning objectives, we identified aspects that indicate
mastery of that objective and implemented rules in Apollo to recognise these
aspects in code. In the end, Apollo draws from both the static analysis and
intention-based diagnosis techniques for providing automated feedback. The core
of intention-based diagnosis is to uncover the goal a student had in mind while
writing their code by identifying common patterns used to achieve these goals.
This is most prominent in the learning objective on modelling physics, where
concrete patterns were used to represent common goals in that area. For other
objectives, we instead tried to characterise the common solutions to achieve a
goal to avoid having to list all possible ways in which a loop can be used.

While validation of the tool was limited due to time constraints, feedback
from teaching assistants does indicate that Apollo is a useful addition to the
Atelier platform. Early signs also tend to indicate that Apollo’s assessment is
mostly correct, but further validation is required to make a clear statement on
this. This will happen as part of an ongoing longer-term study.

There are two main areas in which Apollo could be improved. First, Apollo
only assesses individual programs, but it cannot yet accumulate outcomes from a
series of programs of one student to an overall chance that a student has achieved
a learning objective. Neither can it combine the results of a group of students
to create an overview of the overall progress in a course. These additions would
extend the use of Apollo beyond giving feedback on single programs into giving
insight into the learning paths of students.

Second, instead of a textual presentation, more intuitive visualisations of
Apollo’s results would be desirable. This becomes especially important when
the results are combined into student- and group-level numbers, possibly tracked
over time. An insightful presentation of results would also be useful for an eval-
uation to what extent the tool does improve the efficiency of giving feedback.
These two areas will be the subject of further research.
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Abstract. Evaluating the effectiveness of online courses and what
makes or breaks e-learning pose several challenges. Assessing educa-
tional data is generally a multivariate problem of high dimensionality.
The implementation is often costly, the experimentation setup is com-
plex, and supervision needs technical expertise. This research proposes
an ex-ante and ex-post comparison of online course features using the
Kano method from customer satisfaction analysis. Undergraduate stu-
dents were asked to fill out questionnaires before and after taking a
fully functional online course to compare their perceived importance of
e-learning features. Attitudes towards 12 features, including ease of use,
multimedia inclusion, account settings, and other specific features were
gathered. The questionnaire also included feedback on overall experi-
ence, general positive and negative elements, and a free-form field for
comments and suggestions regarding online courses. The results of this
experiment suggest a shift in how students perceive the importance of
features associated with online courses after successful completion.

Keywords: E-Learning · Kano model · Customer satisfaction

1 Introduction

The advent of the internet has propelled the dissemination of knowledge in an
exponential manner. Many areas of education have benefitted from this ease of
information availability. The fundamental structure of how education is under-
stood, however, did not change significantly for more than a decade after that.
And while the paradigm of an online course was originally not far from its ana-
logue predecessor, recent development in machine learning, statistical analysis,
and vigorous research have made progress in understanding educational mecha-
nisms. The cost both in labour and expertise coupled with complex data handling
limited the readiness to conduct research.

With online courses gaining popularity, the difficulty in understanding user
satisfaction, user motivation, and learning benefits from e-learning systems still
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remains. Early approaches were to popularize knowledge with Massive Open
Online Courses (MOOCs) without concern for student motivation, others are
from a business standpoint to retain students’ attention with questionable learn-
ing benefits. Recent studies include investigations of student retention and to
identify dropout reasons [3,5,7,11].

Research papers span from learning motivation, exploring multiple hypoth-
esis that tie to student satisfaction [15], satisfaction to more mechanical imple-
mentation, such as medical software usage [16], and the use of the Kano method
to poll students on several e-learning factors [6] and to investigate a hybrid
online/face-to-face course using blended learning [17].

How an online course is created and what content is presented to prospective
students also depends on their background and subject matter interest. The
significance of subject matter difference has been acknowledged since before e-
learning, but has not been the focus of online course design [1,9]. The authors
of this present research took into account the target field of psychology students
and created the online course with minimal technical focus. This step was also
taken to be consistent with future research when online courses are expected to
be compared between different study fields.

This research aims to identify learning values for students in higher educa-
tion. In particular, undergraduate students of the department of comprehensive
psychology at the Ritsumeikan university in Japan were surveyed. With this
proposal, online course features will be gathered by questionnaires and evalu-
ated using the Kano model (Fig. 1) [8]. An ex-ante (before) and ex-post (after)
approach is used to determine a shift in perception of these features. The com-
parison of perceived importance of features before and after taking a course
could provide another dimension to understand the effectiveness of e-learning
systems. Previous studies mostly show either one or the other and rarely con-
sider the academic depth of online courses, but rather from extrinsic motivations
[4,10,14].

Fig. 1. Overview of the experiment setup.
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The results will be analyzed to improve online course learning experiences.
The findings are explained in Sect. 3.3 and show how the perceptions of online
course features change.

This paper is structured as follows: Sect. 2 outlines the Kano method and its
implication. Section 3 is structured into experiment setup describing in detail the
online course setup, how the ex-ante and ex-post questionnaires tie into the pro-
cess (Subsect. 3.2), and finishes with Subsect. 3.3 evaluating and discussing the
results. The paper concludes with Sect. 4 summarizing the findings and shaping
directions for future works.

2 Methodology

The Kano model was developed for customer satisfaction research and asks users
to rate their perceived feeling, when a feature of a product or service is present
(functional question) and or missing (dysfunctional question). Their response is
rated from highly satisfied to highly dissatisfied for both question dimensions.
For each feature, the combination of the functional and dysfunctional question
results in one of the following six:

– B (basic requirement)
– O (one-dimensional requirement)
– I (indifferent requirement)
– Q (questionable requirement)
– A (attractive requirement)
– R (reverse requirement)

The functional and dysfunctional dimensions and how each feature is classi-
fied as in the list above is illustrated in Fig. 2. Participants have to rate a feature
in five levels—highly satisfied, as expected, neutral, can live with it, highly dis-
satisfied.

In the case of an e-learning platform or online course, the following illustrates
a selection of features. For example a working website, consistent URLs, and
everything viewable on PC and mobile would be considered basic requirements
(B). They do not increase the satisfaction if properly included, but would reduce
the satisfaction if missing. An attractive feature (A) could be considered a live
note-taking function or gamification (earning points or badges after completing
tasks). Often over time, attractive features become basic requirements (B).

One-dimensional requirements (O) increase the user’s satisfaction propor-
tional to the degree of implementation. For example a factor that results in
a good User Experience (UX) increases the satisfaction proportionally to the
degree of implementation. The opposite is also the case as poor implementation
of factors that decrease UX also decreases the satisfaction.

For this research, the Kano model was chosen to gain unique insight into
online course design and to include in quantitative user data analysis. The Kano
model includes states that cannot be captured with other methods in this field.
Reverse requirements (R) have the opposite effect of (A), i.e., they decrease the
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Fig. 2. Overview of the Kano model and how features are classified.

satisfaction when implemented. An example for web-based applications would be
pop-up dialogue boxes. This is one of the reasons for choosing this methodology
over others commonly used ones [12,13,18].

Questionable requirements (Q) are inconsistencies in the questionnaire
answers. If a user answers both highly satisfied if a feature is included and
is not included, the answer is unusable, in other words questionable (Q).

The above mentioned classifications can qualitatively be visualized on a
two dimensional plane with grade of implementation and customer satisfaction
(Fig. 3). Ordinary quality, or one-dimensional requirements, grow linear, where
as other features show exponential or flattening impact.

3 Results and Discussion

The following section covers the setup of the experiment, how the questionnaire
was made to be used with the Kano method (including differences in the ex-ante
and ex-post questionnaire), which features were investigated, and an evaluation
and discussion of these results.

3.1 Experiment Setup

The experiment was conducted with a total of 16 Japanese students, 5 male and
11 female. The average age was 19.82 (σ = 1.70), ranging from 18 to 24.

Students can earn extra credit by participating in research experiments. The
university has set up this system as means to let students gain additional knowl-
edge and experience. All participants were informed about the content of the
experiment, the length of the session, and language requirements, amongst other
administrative details.
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Fig. 3. Kano model requirements illustrated on a plane with grade of implementation
and customer satisfaction. Attractive features, basic needs, and the ordinary quality
have different velocity of impact.

The format of the experiment was a 90 min session. Introduction, setup expla-
nation, and concluding remarks with describing the research goal and implica-
tions were provided at the beginning in Japanese. The rest of the conduct was
in English.

The online course was setup with Wordpress and two premium plugins—
LeanDash and MemberPress. Wordpress is one of the most popular blogging
websites and has a version that can be installed and manages on one’s own server.
Although described at the beginning of this paper as costly, time-consuming, and
complex, this is an important advantage for propagation of research and repro-
ducibility. Wordpress has evolved into a full-fledged content management system
(CMS) and allows the creation of dynamic websites with numerous members at
scale. LearnDash allows to create fully customizable online courses with enroll-
ment process, lectures with sub-topics, quizzes, assignments, and statistics on
Wordpress sites. The advantage here as well is the control of the system admin-
istrator on how to implement the online course in functionality and look. This
was kept in mind for future research direction, where findings will be used to
improve the online course implementation. The MemberPress plugin allows to
manage and fine-tune memberships. MemberPress has since been removed from
future experiment setups due to functionality overlap after updating LearnDash
and unreliable behavior with the same. Additional plugins were used to protect
content and create preset accounts in bulk.

Due to the limited timeframe of the experiment and diverse student back-
ground, photography was chosen as a semi-technical topic, in which a multitude
of content can be implemented naturally. To narrow down the very broad topic
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and tie it to the field of psychology, an introduction to depth of field, its artistic
use, and lens design was given in the online course. The course consisted of three
lessons, each with at least one sub-topic and a quiz, and a final exam. The con-
tent was kept straight-forward with minor technical details about focal length,
aperture values, distance from the object, and sensor size. These were explained
how they values influence the depth of field. Quizzes were repeated in the final
exam to limit strain on the working memory and to allow students to go back
and revisit their previous answers. All quizzes were equipped with individual
feedback depending on the students’ answers.

3.2 Questionnaire for Kano Model

Questionnaires for the Kano model were given before and after the online course
was taken. Each participant was given a unique identifier to anonymize the ques-
tionnaire, but allow tracking of course content with the survey results. Corre-
sponding accounts on the website were created in advance and students received
login information at the beginning of the experiment.

Apart from the questions relevant for the Kano model analysis, additional
questions regarding the participants and their overall experience were gathered.
These were compiled to reflect demographics to make future comparisons possi-
ble. Wording and formulation were conferred with the co-author and separately
proofread. From the questionnaire, it was visible that all students had sufficient
proficiency to follow the online course. Although smartphone use was prohibited
during the experiment, electronic dictionaries (popular in Japan) were allowed.

Ex-Ante Questionnaire (Before). The following questions about the partic-
ipants were collected before the online course:

– Gender (female, male, other)
– Age
– University grade
– Self-assessed English proficiency (none, basic, moderate, advanced, native

level)
– Self-assessed knowledge about photography (none basic, moderate, advanced,

professional)
– Open ended question regarding missing features in the provided feature list

According to self-assessed English proficiency, one student indicated none1,
12 indicated basic, and four indicated moderate.

Ex-Post Questionnaire (After). The following questions were asked after
completing the online course:

1 From several questions asked by this student in the open-ended question section, the
authors could infer an English comprehension of basic rather than none.
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– The overall experience of the course (very bad, bad, neutral, good, very good)
– Open ended question for positive feedback about the online course
– Open ended question for negative feedback about the online course
– Open ended question regarding missing features in the provided feature list

Kano Model Features. Functional and dysfunctional questions were asked
in both the ex-ante and ex-post questionnaire. The following list of features for
online courses were considered:

– User-friendly platform
– Certificate of completion
– Download of course material
– Own profile and account page
– Quizzes and exercises
– Interactive quizzes and exercises
– Comment function
– Personal tutor
– User manual for the platform
– Videos
– Photos/Graphics
– Text

Participants are asked about the same features how they perceive it being
implemented (functional) and how they perceive it missing (dysfunctional)
(Fig. 2).

3.3 Evaluation and Discussion

To see the shifting in perception of functional and dysfunctional questions from
before to after the online course was taken, two box plots were analyzed (Figs. 4
and 5). Each graph includes a before and after comparison. The scale given
by the Kano model questionnaire was transformed into numerical values—1:
I like it; 2: As expected; 3: Neutral; 4: I can live with it; 5: I dislike it. The
results show that is hard to take the two dimensions separately into account and
points to the strength of the Kano model. Although some shift can be seen, a
statistical evaluation proved difficult. One of the reasons is the limited number
of participants in this study and the authors expect to gain additional insight
with larger number of students.

Taking both functional and dysfunctional questions and applying the Kano
model, each feature is assigned a requirement classification for every participant,
as illustrated for one feature in Fig. 2. Taking all evaluations into account, each
feature has a customer satisfaction value (CS) and a customer dissatisfaction
value (CD) that can be calculated as shown in Eqs. 1 and 2.
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Fig. 4. Box plot of functional questions, comparing before and after taking the online
course.

Fig. 5. Box plot of dysfunctional questions, comparing before and after taking the
online course.

The two equations indicate at what rate the customer satisfaction is raised
when including a feature and how much the customer would be dissatisfied when
excluding a feature. This ratio is to understand a cost-benefit tradeoff of gaining
satisfaction and preventing dissatisfaction [2].

CS =
A + O

B + O + A + I
(1)

CD =
B + O

B + O + A + I
· −1 (2)

After calculation of customer satisfaction and dissatisfaction (CS and CD)
for all features, a graphical overview is presented in Fig. 6. Their differences can
be inspected in detail in Table 1.

Values are labeled in Fig. 6 only for differences that are relevant for the
evaluation and discussion in Sect. 3.3.
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Fig. 6. Change of customer satisfaction and dissatisfaction values (ΔCS and ΔDS)
from before to after taking the online course.

Most notably was the drop in importance of videos implemented in the sys-
tem. The initial value on multimedia, especially on videos, was with 0.82 and 0.59
for videos and photos/graphics, respectively amongst the highest. This suggests
the evaluation by subjects without prior experience could be skewed towards
expectations that are not practical or desired for an actual users.

The download of course material was also deemed important in the beginning,
but less so after completion. The drop in CS here occurred without increase in
CD.

A certificate of completion was issued to all participants in PDF format
after successful completion of the online course. A threshold was set to issue the
certificate only after 80% of the final exam were absolved. The final exam was
a mix of quizzes previously absolved to keep the threshold relatively achievable.
There was a drop is CS here as well. However, with the added incentive of a
sense of achievement could explain the heightened dissatisfaction with failure to
implement.

The ability to access and personalize an account page experienced a similar
dynamic as the certificate of completion.

As two professors were standing by to help and answer questions, the differ-
ence in availability of a personal tutor should be accordingly taken into account.

There was no significant change in the need for a user-friendly platform, which
was 0.41 (before) and 0.44 (after). This might tie into the wish for a user manual
for the platform, as this increased the most amongst the gathered features. As
ΔCD did not dramatically change, the cost-benefit analysis is difficult to make
at this point and more investigation is needed to see its impact.
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Table 1. Numerical overview of the changes of customer satisfaction and dissatisfaction
values (ΔCS and ΔCD) from before to after the online course.

Features ΔCS ΔCD

User-friendly platform 0.03 −0.02

Certificate of completion −0.23 −0.13

Download of course material −0.28 0.08

Own profile and account page −0.21 −0.07

Quizzes and exercises 0.02 −0.01

Interactive quizzes and exercises 0.08 −0.01

Comment function −0.06 0.06

Personal tutor −0.28 0.07

User manual for the platform 0.32 −0.02

Videos −0.39 −0.06

Photos/Graphics −0.03 −0.01

Text 0.28 −0.03

4 Conclusions

This research investigates a set of 12 features for online course implementa-
tion using the Kano model from customer satisfaction. As previous research has
shown, the model can help identify different requirement categories for such fea-
tures. Due to the nature of costly implementation and maintenance of online
courses, an ex-ante and ex-post comparison of these features were compared to
identify changes in perceived importance if these are included or excluded.

The results suggest that the perception of users change after successfully
completing an online course. Expectations and post consumption attitude change
depending on the online course feature. This knowledge can help in evaluating
Kano’s model in online course design. This indicates a need for more in-depth
view into the use and construction of e-learning systems.

As the experiment had limitations ranging from time constraints in taking
the online course to a small sample size, future investigations are needed. Future
works include the increase of participants, participants from different fields of
study, and multicultural participants.
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Abstract. Text summarization is an effective reading comprehension strategy.
However, summary evaluation is complex and must account for various factors
including the summary and the reference text. This study examines a corpus of
approximately 3,000 summaries based on 87 reference texts, with each summary
being manually scored on a 4-point Likert scale. Machine learning models lever-
aging Natural Language Processing (NLP) techniques were trained to predict the
extent to which summaries capture the main idea of the target text. The NLPmod-
els combined both domain and language independent textual complexity indices
from the ReaderBench framework, as well as state-of-the-art language models
and deep learning architectures to provide semantic contextualization. Themodels
achieve low errors – normalized MAE ranging from 0.13–0.17 with correspond-
ing R2 values of up to 0.46. Our approach consistently outperforms baselines that
use TF-IDF vectors and linear models, as well as Transfomer-based regression
using BERT. These results indicate that NLP algorithms that combine linguistic
and semantic indices are accurate and robust, while ensuring generalizability to a
wide array of topics.

Keywords: Natural language processing · Text summarization · Automated
scoring

1 Introduction

Scoring student writing, which in many cases consists of essays and summaries, is one
of the most time-consuming activities teachers have to perform. Yet, it is necessary
across the majority of grade levels, academic domains, and in many countries. Teach-
ers must carefully read and evaluate the piece of writing for spelling errors, cohesion
and coherence, alignment with the task requirements, plagiarism, and other norms and
requirements. Summary evaluation requires even further criteria, such as the faithfulness
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of the summary to the reference text, the degree to which the summary abbreviates the
original reference text, and the objectivity of the summary. The lack of sufficient time
for many teachers (who already have excessive burdens) can thus limit opportunities for
students to receive sufficient feedback on their summary writing.

In this work, we propose a method for automatically evaluating student summaries
to predict main idea coverage. Our aim is to build an Automated Summary Scoring tool
that can be used by both students and teachers. For students, the capability to have their
summaries evaluated before handing them in would enable an iterative learning process
wherein they could write a draft, have it automatically scored, and then work to improve
it before the final submission to their teacher. This would allow learners to improve
their summary writing skills through a more consistent and timely feedback loop. For
teachers, automated scoring canhelp lower theirworkload.AutomatedSummaryScoring
systems can support teachers by affording themmore time to focus on rhetorical aspects
of students’ writing, and in turn provide one-to-one assistance to individual students.

One challenge faced by Automated Summary Scoring systems considers their gen-
eralization capabilities across topics and target texts. Thus, we address the following
research questions:

1. To what extent do summary scoring models generalize across different reference
texts?

2. Does performance expressed asMean Average Error vary when using neural models
relying on textual complexity indices or BERT language models?

3. Can novel insights be gleaned about the underlying summary scoring process from
feature importance information extracted from the trained neural models?

To achieve these goals, we explored the use of three types of features to predict main
idea coverage in summaries: TF-IDF, hand-crafted linguistic and semantic features,
and latent contextualized representations computed with BERT [1]. We also examined
the efficacy of three types of machine learning models (Random Forest [2], Lasso [3],
Neural Networks including feed-forward networks on top of textual complexity indices
and BERT). Once trained, we analyze the most important features used by the two best
performingmodels to identify the most relevant information used for automated scoring.
In the remainder of this paper, we provide an overview of related work on the automated
evaluation of student writing.We then describe our methodological approach and results
of our analyses. We then conclude with a discussion of our findings and suggestions for
future work.

2 Related Work

There are two primary means through which student writing is automatically assessed
[4]:AutomatedWritingEvaluation (AWE) systems andAutomatedEssayScoring (AES)
systems. These two systems are commonly used to assess essays, but not summaries.
AWE systems offer targeted, constructive feedback to student users with the purpose of
helping them improve their writing, whereas AES systems are primarily focused on the
generation of a numerical score of writing quality (i.e., a summative score). Here, we
present an approach that falls under the category of AES systems.
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Various AES systems have been developed to assess multiple genres of writing.
e-Rater [5] was one of the first and relies on a wide range of features that measure
grammar, usage, mechanics, style, organization, development, lexical complexity, and
prompt-specificvocabulary usage.The initial versionof e-Rater offeredusers amethodof
manually combining these features using weighted averages in an intuitive and explain-
able system. The past decade has seen considerable progress in the field of text scoring
and numerous approaches have been explored. More recent approaches rely on neu-
ral networks to score student writing. For example, SkipFlow [6] uses a mechanism
for modeling relationships between hidden representation snapshots generated by Long
Short-Term Memory Networks [7]. Hochreiter and Schmidhuber [7] trained a network
to predict human scores for a set of essays that were written in response to eight prompts.
Their model achieved an average Quadratic Weighted Kappa of 0.764, denoting a high
level of agreement with the human scores. Alikaniotis, Yannakoudakis and Rei [8] con-
struct a fully automated framework based on LSTMs trained on the same dataset as
SkipFlow, with a reported Spearman rank correlation coefficient of 0.91.

Taghipour and Ng [9] used a combination of a convolutional layer to extract local
features from the texts, followed by a Recurrent Neural Network to predict the human
scores. Similarly, Jin, He, Hui and Sun [10] introduced a two-stage neural network that
aims to increase the performance of AES models in prompt-independent contexts. Their
network was trained on human-rated essays with different prompts to detect essays with
a level of quality that has high deviation from the average; then, these essays were used
as pseudo-training data in the second stage.

Our approach consists of a simpler model, based on domain and language indepen-
dent indices. We also consider the interpretability of our model and attempt to find the
most relevant indices used by the Neural Network for our target evaluation criteria.

3 Method

3.1 Corpus

Our corpus consists of 2,976 summaries of 87 reference texts. Expert human raters
provided summary scores on seven different analytic measures, which reflect various
qualities of the summary and were manually evaluated on a 1 to 4 Likert scale: main
idea coverage (“main point”), amount of key conveyed information (“details”), sum-
mary cohesiveness (“cohesion”), use of appropriate paraphrasing (“paraphrasing”), use
of lexical and syntactic structures beyond those present in the reference text (“language
beyond source text”), objectivity of the language used (“objective language”) and sum-
mary length. As a proof-of-concept, the current study focuses only on the prediction of
the main idea coverage criteria. All expert raters were normed on a set of summaries
not included in the main dataset. The raters were considered normed once their inter-
rater reliability (IRR) reached Kappa .70. After norming, raters scored each summary
independently. IRR after independent rating reported Kappa > .60. After independent
rating, raters adjudicated any scores that differed by more than one between the raters.
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Given the diversity of the corpus, we opted to perform a selection of the test data
based on the statistical distributions of the human scores, with the aim of choosing a
subset of reference texts and their corresponding scored summaries that provided a wide
range of quality. We first combined the seven target scores into a single measure by
summing the values for each. We checked for strong multicollinearity (defined as r >

.899) and found that none of the variables correlated above that threshold with each
other (correlations ranged between .37 and .72). Afterwards, the population variance
was measured for each of the 87 reference texts (M = 16.87; SD = 10.10; Min = 1.30;
Max = 44.26). Sorting the source texts in decreasing order of their population variance,
we then select a number of reference texts that amount to at least 10% of the number of
summaries in the corpus and that have at least 30 summarizations.

In developing the test set, we ensured that none of the selected summaries had
reference texts present during training and that there was a large number of summaries,
with a wide variance of target scores. In the end, our test data was based on three
reference texts, included ~10% of the data that included the highest population variance
(i.e., the widest range of possible values). This selection guaranteed that the test set
contains examples that have both well written summaries, as well as poorly written ones,
ensuring that it is sufficiently complex in order to properly evaluate the effectiveness of
our models.

3.2 Linguistic and Semantic Features

We used the ReaderBench framework [11] to generate over 730 linguistic and semantic
textual complexity indices, covering the following categories:

• Surface. Indices that measure statistical attributes of the text such as the number of
words, punctuation marks, and character entropies.

• Morphology. Indices regarding parts of speech (e.g., noun, verb, adverb).
• Syntax. Indices using parse trees to define quantifiable information on the syntactical
structure of the text. These include the parse tree imbalance, depth, and others.

• Cohesion. Indices derived from Cohesion Network Analysis [12] that measure
semantic similarities between text elements (i.e., paragraph, sentences, words).

• Co-reference. Indices measuring the length of coreference chains and semantic
overlap between words and concepts.

• Lexical.Various indices related to lexical features (e.g., hypernymy, polysemy counts,
word frequency, word familiarity and lexical complexity.

• N-gram. Bi-gram and tri-gram frequencies, such as the number of unique and the
total number of n-grams found in a text.

• Subjectivity. Frequency of subjective and objective words and phrases.

ReaderBench features were augmented with indices reflecting the degree of overlap
between the summary and reference texts, such as their cosine similarities, the Jaccard
overlap of their n-grams, and the percentage of the summary that constitutes novel or
existing vocabulary with regards to the reference text.
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In total, 1466 features were initially considered and were normalized using z-scores.
For linear regression models, variance inflation factor was used to filter these features
into a subset of 67 that did not exhibit multicollinearity. We also considered applying
some common-sense filtering to these indices; for example, using only indices potentially
related to text cohesion or summary length targets. However, we found that there are non-
trivial interactions between the reference and the summary texts. For instance, reference
texts that are already fairly compact in details, but lengthy, would also lead to fairly
lengthy summaries. In such a case, even though the absolute number of words in the
summary may be larger than in other cases, a summary that manages to preserve key
information from the reference text,while performing onlyminimal shortening,would be
found more appropriate than a summary with too much information removed. As such,
using indices measured only on the summary text would not give the model enough
information to accurately predict the human ratings.

3.3 Machine Learning Models

Machine learning regressors were trained on our dataset to predict the main idea cover-
age score. In order to have baseline evaluations for the selected models and features, we
selected to use Random Forest [2] and Lasso Regressors [3]. These models were trained
using the ReaderBench linguistic and semantic indices [11] and the vectors representing
TF-IDF scores [13]. We also utilize Linear Regressors that use ReaderBench indices to
predict the main idea coverage score. Since Linear Regression has issues with multi-
collinearity that the non-linear models (i.e., Neural Networks, Random Forests) do not,
we utilize a Variance Inflation Factor cutoff of 10 [14] to select a subset of indices that
does not present multicollinearity. For our models, we elect to not discretize the target
score into categorical variables because it has a relevant numerical order, and interme-
diate values (e.g., a predicted score of 3.2) can still be useful for the user, as they can
indicate whether a summary is closer to one range of the rounding interval than the other
(e.g., summary is closer to 3.5 than 2.5).

The architecture of the Neural Network model is provided in Fig. 1a. The feed-
forward network consists of a single hidden layer alongside ReLu activations [15],
together with Batch Normalization layers [16] for controlling covariate shift between
layers, and Dropout [17] layers with rate p ranging from 0.2 for the input to 0.5 for
intermediate layers (0.5 denotes that half of the inputs are zeroed before being used by
the successive layer). This helps control the variance of the model and prevent it from
overfitting. The target consists of a single continuous variable for the regressors trained
on the main idea coverage score. These models are all trained using a One-Cycle Policy
[18] for 50 epochs with a batch size of 8. The optimal learning rate for the One-Cycle
Policy was searched in a logarithmic space from 1e−5 to 10 for 70 data points.

We also examined the performance of a BERT [1] model. As shown in in Fig. 1b,
the output embeddings were concatenated and then passed through a non-linear layer
to perform regression, which was run on both the summary and the reference text. For
the BERT model we removed the prediction heads used during pre-training and added
a regression head. Since the source texts can exceed the limit of 512 tokens typically
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used by BERT, we elect to only use the first 512 tokens in these. We have experimented
with running the BERT model on blocks of 512 tokens from the source texts and then
concatenating the representations; however, the results were poorer than the simpler
alternative that trims texts that are too long.

The BERT model was fine-tuned over 7 epochs, utilizing linear schedule with
warmup with a learning rate initialized at 0.0001 and the Adam optimizer. We explored
different hyperparameter configurations and varied the width and depth of the regression
head that uses the BERT outputs and found the best success with using the standard fine-
tuning hyperparameters together with a single fully-connected layer used to combine
summary and reference features, before estimating the score. Finally, we assessed two
models that combined the ReaderBench and BERT indices. Leveraging the architecture
illustrated in Figs. 1a and b, the input comprised a concatenation of the document repre-
sentations generated by BERT, combined with the ReaderBench indices. The combined
model attempts to simultaneously finetune BERT and learn to use the ReaderBench
indices to predict the target score. The training setup uses the same configuration as the
BERT-based model.

(a) (b)

Fig. 1. a. ReaderBench neural network model architecture. b. BERT architecture.
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4 Results

4.1 Prediction of Main Idea Coverage Score

The results for predicting main idea coverage scores are presented in Table 1. We can
observe that ReaderBench Neural Network model outperforms the BERT and the TF-
IDF models. This indicates that the general-purpose language baselines were outper-
formed, on average, by the networks trained using textual complexity indices. Com-
paring the three types of machine learning models that used ReaderBench indices, the
neural network model tended to yield better results than the other three models.

Table 1. Normalized MAE and R2 for the “Main Idea Coverage” summarization evaluation
criterion.

Models Normalized MAE R2

TF-IDF (Lasso) .17 −.09

TF-IDF (RF) .17 −.12

ReaderBench: Linear Regression .16 .15

ReaderBench: Lasso Regression .17 −.07

ReaderBench: Random Forest .16 .18

ReaderBench: Neural Network .13 .46

BERT .16 .15

Combined model (ReaderBench & BERT) .14 .39

4.2 Feature Importance

The relevance of features can be measured for the Random Forest Regressors using
the Gini importance, with features being assigned importance values, defined as a nor-
malized measurement of the amount of reduced impurity. Linear models can have their
feature importance values directly measured through the feature coefficients after train-
ing. Because the neural models used are non-linear networks, we selected Integrated
Gradients [19], a method of approximating feature importance by using the gradients
resulted from the loss function, for a given sample. Starting from an arbitrary baseline,
a line integral is computed along the path from the baseline to the sample, with respect
to the feature gradients. This is then scaled with the distance between each intermediate
sample and the baseline. The equation describing the integrated gradients of a feature i,
using a sample x and a baseline x’, is the following:

IntegratedGradientsi(x) = (
xi − x′

i

) ×
∫ 1

α=0

∂F(x′ + α × (
x − x′)

)

∂xi
dα (1)

Integrated gradients, by design, only measure the relative importance of a feature with
regards to a given sample and baseline. In our case, the baseline x’ is a zero vector (i.e.,
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no indices aremeasured). The integrated gradients for each feature weremeasured on the
entirety of the training set in order to obtain dataset-wise results, instead of sample-wise
results obtained by averaging the sample values.

We present a selection of 5 features from the 10 most important features by the
magnitude of their integrated gradients on the best performing model (see Table 2),
accompanied by the top 5 features according to their Gini importance for the Random
Forest model. For each index, we also specify whether it was measured on the reference
(i.e., reference text), the summary, or if it is an overlap index. In addition, we marked
each featurewith “±” to highlight whether the corresponding gradients have a positive or
negative average, before multiplying this value with the difference between the sample
and the intermediate baselines. This gives a sense of the directionality of the features. The
reason for choosing thismethod of determining directionality, instead ofmore traditional
approaches (e.g., Spearman rank correlations), is that many important features marked
by themodel are not linearly correlatedwith the target variable. The sign of the gradients,
on the other hand, should give an indication as to the directionality of the features.

The interpretability of a neural network using integrated gradients is significantly
more limited than what the coefficients of a trained linear model can yield.While feature
importance is useful as rough guideline, it does not appropriately express the complexity
of non-linear interactions that themodel uses tomake its prediction. Since themodel con-
sidersmore than a thousand features, results in Table 2 give only a shallow understanding
of what the model is doing on average, across the testing data. Another important obser-
vation is that integrated gradients are commonly used on a per-sample basis, whereas
we attempted to extrapolate a global understanding of the behavior of the model, by
aggregating the results on each testing sample. The features were chosen to show an
equitable distribution of both positive and negative directionalities, in order to give a
better insight into the behavior of the model.

Although there is a significant amount of noise in terms of features that have high
importance according to the IntegratedGradientsmethod, others aremuchmore intuitive
and three of the five are also reported by the Random Forest model. For instance, the
presence of overlap features in themain idea coverage score is expected, since this score is
dependent on the nature of the original text and howwell the summarymanages to capture
its reference material. Of these overlap features, the “Source-Summary Similarity” is
defined as the cosine similarity between the two texts, the “Existing Vocabulary” reflects
the vocabulary overlap between them, and the “Jaccard overlap” index measures the
similarity between the n-gram sets of the two texts. “Average parse tree imbalance”
and the “average block tree depth” are measures of textual structural complexity, while
“character entropy” gives a statistical understanding of a text’s repetitiveness with low
entropy texts typically corresponding to low effort writing. Integrated gradients provide
a straightforward measurement of feature importance in neural networks; however, it is
a post-hoc interpretation that only approximates the most important features, whereas
the non-linearity of neural networks cannot be expressed through simple scores assigned
to each input. Nevertheless, the use of integrated gradients and other similar approaches
is a way of circumventing the black box nature of modern neural network models and
can offer insight into what neural models are actually evaluating during inference.
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5 Conclusions

We performed predictive modelling on a dataset consisting of 2,976 summaries on 87
reference texts to predict main idea coverage. Our results show that, for datasets of
this size, the use of hand-crafted features is still very important, with models trained
using a variety of textual indices outperforming on average the results of both classic
Machine Learning models (such as those based on TF-IDF scores) and state-of-the-art
language models (such as BERT). The limitations of BERT, which was designed with
larger datasets of shorter texts in mind, made it so that a simpler, fully-connected model,
was able to outperform it consistently across different variations and hyper-parameter
configurations on our dataset. We relied on a rigorous approach of selecting a testing set
such that it precludes any sort of look-ahead bias. In addition, we introduce integrated
gradients in the context of using neural networks, together with hand-crafted textual
features to better understand what non-linear models are evaluating with regards to the
features they learn to use.

Based on our analyses, we found it necessary to use both features that were gen-
erated on the reference and the summary text separately, as well as features that were
constructed using both texts simultaneously (e.g., the vocabulary overlap). Our feature
importance analyses highlighted interesting relationships between the ReaderBench lin-
guistic features and the target variable. Both the Neural Network and the Random Forest
models indicate that the semantic similarity between the source text and the summary
is an important criterion when scoring the main idea coverage. In addition, the usage of
a similar vocabulary to the source text leads to an increase in a summary’s score. The
evaluations on what the neural model emphasized during inferencing through Integrated
Gradients can provide insights into how humans evaluate summaries.

There are several limitations to the proposedmethod. First of all, the size of the corpus
may explain the lower results for the BERT architecture in comparison to the algorithm
that uses textual complexity indices because large-scale Deep Learning models, like
BERT, benefit from having access to more data during training. Limited datasets, such
as the one used in this paper, may often lead to loss of generalization for deep models.
Our choice of combining the seven human rating criteria for test set selection offers a
proxy towards the holistic view humans develop while evaluating a summary; however,
the limited number of data points may have introduced biases. Finally, our method
for analyzing dataset-level importance of the different features offers some insight into
the mechanisms of the neural network; however, Integrated Gradients is usually used
on a sample-by-sample basis. For a certain sample, Integrated Gradients provides an
indication as to which sample features are more important, by looking at the gradients
that are propagated backward through the network from the loss function. The estimated
feature importance is closely tied to the internal mechanisms of the model because the
network is updated constantly during training through gradients. Nevertheless, averaging
these gradients over the entire dataset can result in certainmodel behaviors beingmasked
because they are less frequent.

Future avenues of research include the exploration of ways of integrating human
domain knowledge to build a model that more closely resembles what humans focus
on while evaluating summaries. Our approach considered analyzing the importance of
linguistic features after training. The integration of human evaluator preferences into
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the system could help increase the confidence that tutors have in such systems. One
possibility consists of positively weighting features that human evaluators deem most
relevant when evaluating a summary, thus encouraging the model to focus on them,
while still ensuring the freedom of finding unexpected feature interactions.

With a normalized mean absolute error of 0.13, our results indicate that the best
model is capable of matching human evaluations with an average deviation of only
13%. This error rate appears reasonable, if not exceptional. However, the real issue
with automated summary scoring systems is whether they are useful to the end-users,
namely to students and their teachers. For this, future studies in real-world settings will
be necessary to provide a better assessment of the impact of the system. Our approach
of performing a post-training analysis in order to identify the features that the model
focuses on can help build confidence in the generated scores, through correlating these
with human preconceptions. This process can help identify both possible biases in how
the scores are assigned, as well as better inform the development of automated summary
scoring systems in general through better feature engineering.
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Abstract. The ability to automatically assess the quality of paraphrases can be
very useful for facilitating literacy skills and providing timely feedback to learners.
Our aim is twofold: a) to automatically evaluate the quality of paraphrases across
four dimensions: lexical similarity, syntactic similarity, semantic similarity and
paraphrase quality, and b) to assess how well models trained for this task gener-
alize. The task is modeled as a classification problem and three different methods
are explored: a) manual feature extraction combined with an Extra Trees model,
b) GloVe embeddings and a Siamese neural network, and c) using a pretrained
BERT model fine-tuned on our task. Starting from a dataset of 1998 paraphrases
from the User Language Paraphrase Corpus (ULPC), we explore how the three
models trained on the ULPC dataset generalize when applied on a separate, small
paraphrase corpus based on children inputs. The best out-of-the-box generaliza-
tion performance is obtained by the Extra Trees model with at least 75% average
F1-scores for the three similarity dimensions. We also show that the Siamese neu-
ral network and BERT models can obtain an improvement of at least 5% after
fine-tuning across all dimensions.

Keywords: Paraphrase quality assessment · Natural language processing ·
Recurrent neural networks · Language models

1 Introduction

A paraphrase is a restatement, generated with different words, of the meaning of a text,
generallywith the aimof clarifying a sentenceor a small groupof sentences. Paraphrasing
is useful for a number of purposes and applications. For example, in Natural Language
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Generation, automated paraphrases are a method to increase diversity of generated text
[1] and recognition of queries [2]. By contrast, our focus is on developing algorithms
to assess the quality of human-generated paraphrases in order to provide feedback to
students who are learning how to paraphrase more effectively and efficiently. Encour-
aging readers to transform a source text into more familiar words and phrases helps the
reader to better understand the text by activating relevant prior knowledge. Learning to
paraphrase facilitates both reading comprehension and writing ability, particularly for
less skilled readers and writers [3–5]. Thus, paraphrase assessment is used in Intelligent
Tutoring Systems aimed at improving reading and writing.

Our overarching objective is to develop feedback for a new version of iSTART
(Interactive Strategy Training for Active Reading and Thinking; [6]), called iSTART-
Early for young developing readers (ages 9–11). iSTART provides adaptive instruction
and practice to use comprehension strategies (e.g., elaboration, bridging), while self-
explaining and reading science texts to improve low-knowledge and less skilled readers’
comprehension of challenging texts and performance in science courses.

The aim of this work is to assess the generalization capability of these models.
First, we analyze the performance obtained by an Extra Trees model, a Siamese neural
network model [7], and a BERT-based model [8] when trained on the ULPC dataset
and evaluated on a different dataset. Second, we assess the importance of fine-tuning in
improving results for the Siamese neural network and BERT models.

2 Related Work

One of the most well-known datasets for paraphrase identification is the Microsoft
Research Paraphrase Corpus (MSRP) [9]. Given its relatively small size (5801 sen-
tence pairs out of which 66.5% are positive examples), some of the best results on this
dataset were obtained by small models. One example consists of using SWEMs (Simple-
Word-Embedding-Models) [10], which rely on aggregatingword embeddings via simple
pooling operations (e.g., max pooling, average pooling). Another successful approach
by Ji and Eisenstein [11] was to use a combination of fine-grained overlap features (e.g.,
unigram, bigram and dependency relation overlap metrics) and latent sentence-level
features extracted using matrix factorization and a term weighting approach based on
KL-divergence, called TF-KLD.

At the opposite end of the spectrum is the Quora Question Pair dataset (QQP), which
consists of 400,000 question pairs with a binary annotation for paraphrasing. This dataset
represents a good fit for data-hungry deep learning NLP models. A significant number
of the current top performing models are based on the highly successful Bidirectional
Encoder Representations from Transformers (BERT) model. Some approaches focus
on reducing the size of the BERT model, while extracting the maximum performance
from it [12], while others introduce innovative masking techniques for improving BERT
performance [13]. Lastly, there are also models with similarly good performance that do
not rely on BERT at all [14] as they create a custom neural network, that is considerably
faster and uses much fewer parameters than classic BERTmodels with GloVe [15] word
embeddings.
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Despite the differences in style and content quality, both types of datasets (i.e.,
MSRP vs. QQP) share one shortcoming: they provide very little information regarding
the quality of the paraphrase, as they solely indicate whether a given pair of sentences
constitute paraphrases of one another. To our knowledge, the sole dataset that includes
rubric scores regarding quality is the User Language Paraphrase Corpus (ULPC) [16],
which scores paraphrases on 10 aspects using a point range from 1 to 6. We leverage this
corpus in order to develop and test algorithms to assess paraphrase quality, and then to
test the far transfer of these algorithms to paraphrases generated by young developing
readers ages 9–11.

3 Method

3.1 Corpus

Two datasets were used as part of this work: the ULPC dataset consisting of 1998
source text – paraphrase pairs, and one smaller dataset, containing 115 paraphrases
generated by children aged 9–11. The two datasets will be referred to as ULPC and the
children dataset. The ULPC dataset consists of source texts – paraphrase pairs that were
extracted from the input that users provided for the iSTART intelligent tutoring system
(ITS). The children dataset is composed of paraphrase responses from a group of 13 3rd

and 4th grade children participating in a summer school program. Notably, all students
participants were English Language Learners. The paraphrase – sentence pairs in both
datasets were scored in terms of the following four dimensions: semantic similarity,
syntactic similarity, lexical similarity, and paraphrase quality.

For the ULPC dataset, the raters assigned scores ranging between 1 and 6 for
each dimension. The four dimensions were then categorized into binary (1.00–3.49 vs
3.5–6.00), or tripartite (1.00–2.66, 2.67–4.33, 4.33–6.00) evaluations. For the children
dataset, the four dimensions were originally scored on a binary system, except for para-
phrase quality, which was scored on a tripartite scale. In order to have the same approach
for both datasets, the problem was modeled as binary classification for semantic, syn-
tactic and lexical similarity, whereas a tripartite classification was used for paraphrase
quality.

3.2 Classification Models

Three different classification models were used for these experiments: An Extra Trees
model combined with manually engineered features (ET), a Siamese neural (SN) net-
work, and a BERT-based model. Out of the many possible options, these three alterna-
tives were chosen to establish a strong baseline comparing systems relying heavily on
manually engineered features versus deep learning systems, as well as lightweight (SN)
versus resource intensive (BERT) models.

For the ET model, several types of features based on the sentence-paraphrase pairs
were used: a) complexity indices related to surface, lexical, syntactic, and semantic prop-
erties of the texts were computed using the ReaderBench framework [17]; b) complexity
indices outlining text cohesion were computed on the concatenation of the source text
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and the paraphrase, and c) Levenshtein distance [18] at word level between the source
and paraphrase, as well as simple overlap indices for both words and part-of-speech
(POS) tokens. For the ReaderBench complexity features, the difference between the
value of the same index computed for both source and paraphrase was used. The result-
ing 2368 features were filtered in order to eliminate constant values and features with
high intercorrelation. The filtered features were used as input for several ML classifiers
from the SciKit Learn library [19] to predict one of the targeted four dimensions. In all
four cases, the best results were obtained by the Extra Trees model.

For the Siamese neural network [7], Bidirectional Long Short-Term Memory (BiL-
STM; [20]) layers were used with pretrained 300-dimensional GloVe or Word2Vec [21]
word embeddings at the entry point in the architecture. Both the source sentence and the
paraphrase were converted into an array of indices, each index pointing to an embedding
representing the meaning of the corresponding word in the text. This representation was
then processed separately (once for the source, once for the paraphrase) by the BiLSTM
layers, and after a set of pooling operations, the twoprocessed resultswere combined, and
a prediction was made. The results are reported for the model using GloVe embeddings,
as that model obtained a better performance.

For the BERT-based model, a pretrained version of BERT from the Huggingface
library [22] was considered. In terms of the architecture, the source and paraphrase texts
were passed as a text pair to the pretrained BERT model, delimited by a special BERT
separator. The combined input was truncated if longer than a threshold of 75 words, and
then converted into embeddings and passed through the BERT pipeline. The output of
the BERTmodel went through a Dropout layer with a conservative p= 0.2 dropout rate,
and then a fully connected (FC) layer was used to make the final prediction. Different
learning rates for the BERTmodel (lr_BERT= 1e−5) and the FC layers (lr_FC= 2e−2)
were considered to make the fine tuning feasible.

4 Results and Discussions

Our first experiment involved examining accuracy of the models on the children
dataset. ET, SN and BERT models were trained on the entire ULPC dataset (train-
ing+validation+testing) and tested on the entire children dataset (115 paraphrase pairs).
The tripartite split (into low 1–2, mid 3–4, and high 5–6) was used for the Paraphrase
Quality dimension, as it was available for both datasets.

The results provided in Tables 1 and 2 indicate that the Extra Trees model obtained
the best results in 3 out of 4 cases (in terms of average weighted F1-score). On the three
binary dimensions (semantic, syntactic, lexical similarity), the ET model consistently
outperformed the SN and BERT models. Overall, the high performance of extra trees is
beneficial, given the interpretability of themodels relying on linguistic features reflective
of writing style and on semantic relatedness between the paraphrase and the source text.
The interpretability is beneficial because the features can guide feedback.

The poor overall performance obtained on the Paraphrase Quality task might be
caused by the fact that the children paraphrases are more difficult to be split up into three
classes, given the simplicity of the text (i.e., most answers are either fair paraphrase
attempts or not paraphrases at all, and there is less room to be vague).
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Table 1. Performance onULPCmodels tested onChildren dataset (Semantic similarity, Syntactic
similarity and Lexical similarity).

Dimension Model Support low Support high Low F1 High F1 Avg F1

Semantic similarity ET 22 93 .706 .916 .875

SN 22 93 .371 .725 .657

BERT 22 93 .575 .802 .758

Syntactic similarity ET 35 80 .688 .776 .749

SN 35 80 .444 .327 .362

BERT 35 80 .530 .367 .416

Lexical similarity ET 31 84 .806 .929 .895

SN 31 84 .422 .629 .573

BERT 31 84 .689 .811 .778

Table 2. Performance on ULPC paraphrase quality models tested on children dataset.

Model Support low Support mid Support high Low F1 Mid F1 High F1 Avg F1

ET 24 60 31 .610 .708 .244 .562

SN 24 60 31 .333 .337 .205 .300

BERT 24 60 31 .454 .712 .000 .466

In the second experiment we evaluated the benefits of fine-tuning for the Siamese
Network and BERT-basedmodels. Themodels trained on the ULPC dataset were trained
for a small number of epochs on 67 pairs from the children dataset and tested on the
remaining 48 pairs. All examples containing the same source text were added to either
the test or the training set, but not both. Because of the nature of the dataset (i.e., for a
given source text there are a variable number of paraphrases), the children dataset could
not be split into equal halves. In all the cases, the slightly larger half was used for training
and the smaller one for validation.

The F1 scores for all the classes, as well as weighted average of the F1 scores, are
reported in Table 3 and Table 4. This metric was computed for predictions made by a) the
initial pretrained models (e.g., SN and BERT), and b) the pretrained models that were
fine-tuned for a short number of epochs.

When looking at the individual F1 scores we tend to see improvements after fine-
tuning in most cases. One notable exception is the High class for Paraphrase Quality
for which both models have difficulties without pretraining, and BERT does not manage
to obtain an F1 of over 0 even after fine-tuning, despite having non-zero scores on the
training set.
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Table 3. Results obtained after fine-tuning on the children dataset (Semantic similarity, Syntactic
similarity and Lexical similarity).

Dimension Model Pretrained Finetuned

Low F1 High F1 Weighted
Avg

Low F1 High F1 Weighted
Avg

Semantic
similarity

SN .303 .635 .572 .348 .795 .711

BERT .545 .761 .720 .5 .833 .770

Syntactic
similarity

SN .370 .190 .238 .378 .610 .547

BERT .464 .25 .307 .619 .703 .680

Lexical
similarity

SN .457 .689 .631 .435 .822 .725

BERT .666 .800 .766 .733 .878 .841

When comparing the weighted F1 scores an improvement of at least .05 can be
observed after fine-tuning. In the 2-class setting, the most dramatic improvements were
made for the Syntactic similarity class. On this dimension, the distributions for the
children dataset where almost inverted versions of the ULPC distribution. This could
mean that the model had learned useful features in the initial training phase, but it relied
on a bad estimate of the distribution for the classes.

Table 4. Results obtained after fine-tuning on the children dataset (Paraphrase Quality).

Model Pretrained Finetuned

Low F1 Mid F1 High F1 Weighted
Avg

Low F1 Mid F1 High F1 Weighted
Avg

SN .359 .432 .200 .353 .385 .696 .500 .578

BERT .461 .736 .000 .479 .476 .721 .000 .474

5 Conclusions

The aim of this study was to develop three ML algorithms to assess paraphrase quality
leveraging the ULPC dataset and to evaluate how well these models generalize when
presented with a new dataset of paraphrases generated by children. When tested on the
children dataset, the Extra Trees model obtained the best results. The SN and BERT
models also provided improved results after fine-tuning on the children dataset.

In the first generalization task, the Extra Trees model was shown to generalize better.
This indicates that the manually extracted features might have a more general character
than the ones automatically extracted by Siamese Networks or BERT-base models, mak-
ing them more robust on new data. For the Semantic, Syntactic and Lexical similarity
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dimensions, the Extra Trees model generalized well on the children dataset. However,
the results were slightly worse for the Paraphrase Quality dimension. This could indicate
that it is more difficult to meaningfully separate poor, satisfactory, and good paraphrases
for children, or it could indicate an issue with how the dataset was annotated (e.g., raters
had difficulties separating the 3 levels of the dimension). In this case, results could be
improved by adding a larger paraphrase dataset with similar characteristics (short source
and paraphrase sentences) for initially training the models, followed by a finetuning on
the ULPC dataset.

Fine-tuning helped improve results in all cases with differences ranging from 0.05 to
0.20. The BERT model fared better than the SN model in the binary classification tasks,
while it underperformed when classifying paraphrase quality. Its poor performance was
caused by its difficulties in predicting the High class.

This study provides promising evidence that our approach can generate models that
generalize to texts that differ in reading ease and to individuals who vary in age, reading
skill, and language abilities. While more evidence is needed to further test this approach
and these models, these models provide a strong starting point in iSTART-Early for
providing automated feedback on paraphrase quality to young developing readers.
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Abstract. In the educational setting, working in teams is considered
an essential collaborative activity where various biases exist that influ-
ence the prediction of teams performance. To tackle this issue, machine
learning algorithms can be properly explored and utilized. In this con-
text, the main objective of the current paper is to explore the ability of
the eXtreme Gradient Boosting (XGBoost) algorithm and a Deep Neu-
ral Network (DNN) with 4 hidden layers to make predictions about the
teams’ performance. The major finding of the current paper is that shal-
low machine learning performed better learning and prediction results
than the DNN. Specifically, the XGBoost learning accuracy was found
to be 100% during teams learning and production phase, while its pre-
diction accuracy was found to be 95.60% and 93.08%, respectively for
the same phases. Similarly, the learning accuracy of the DNN was found
to be 89.26% and 81.23%, while its prediction accuracy was found to be
80.50% and 77.36%, during the two phases.

Keywords: Deep Neural Network · Machine learning · Comparison ·
XGBoost · Adamax · Team performance

1 Introduction

Nowadays, Machine Learning (ML) gains applicability in various domains where
different applications were developed for addressing e.g., sentiment analysis,
image recognition, natural language processing, speech recognition, and others.
Especially in the educational setting, various ML applications were developed
and incorporated on Intelligent Tutoring Systems (ITS), that among others, sup-
port and increase learners’ engagement, retention, motivation, towards improv-
ing their learning outcomes [12–14].

The learning process is becoming more challenging when learners are engaged
in a team-based learning experience. This is because collaboration and commu-
nication activities among participants seem to significantly influence students’
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learning development [9]. In this context, the knowledge about the team perfor-
mance is considered an essential task that reflects teams’ efficiency, expectations,
and learning outcomes of their members [6].

However, the literature shows poor research efforts in predicting team perfor-
mance in terms of quality [1]. Instead, the research community mainly focused
on exploring participants’ individual characteristics and analyze the factors that
influence their performance, aiming at delivering punctual interventions, avoid-
ing to interpret how the qualities that exist during team-working experience
influence teams’ performance as a whole. For instance, the work of [4] presents
a ubiquitous guide-learning system for tracing and enhancing students’ perfor-
mance by observing and evaluating their active participation. The same situation
was found in the work of [8], were learners’ communication activity was observed
for measuring learners’ performance. In the same context, the authors in [2,15]
assessed the interaction activity of Computer-Supported Collaborative Learn-
ing (CSCL) environments for concluding about students’ learning performance
[2,15].

Exploring the ability of ML to make predictions about the teams’ perfor-
mance, the literature has shown that this is at an initial stage. The only related
work found in the literature is that of [11] and [10], where the Random For-
est (RF) algorithm for assessing and predicting students’ learning effectiveness.
Specifically, in the work of [10] the learning accuracy of their ML model was
found to be 90%, using little input collaborative data. Later, the same authors
in [11] trained the same ML model on a bigger scale of input data and its learn-
ing accuracy was measured at 70%. Also, the precision accuracy of their model
was also calculated and found to be 0.54% and 0.61% during the learning and
production phase of the teams, while the recall metric was 0.76% and 0.82%.
Another research work, but for predicting the performance of team’s member is
that of [16]. In this work a shallow ANN with one hidden layer was enabled to
predict students’ academic performance in two courses. The model was trained
using little input samples and the prediction accuracy was found to be 98.3%,
missing other comparison results.

Concluding, while many researchers explored various machine learning algo-
rithms for making predictions, there are missing works for exploring the ability
and compare the performance of a ML with a DNN model for making predic-
tions about the teams’ performance. In this context, the major contribution
of the current paper is to explore the use of the XGBoost supervised gradient
boosting decision tree and a gradient descent Deep Neural Network (DNN) with
four hidden layers that enables Adamax optimizer model, in terms of learning
and accuracy. Summarizing, the current paper intends to answer the following
two research questions:

– RQ1: Can a binary classification model being shaped and used by a ML and
a DNN model for predicting the teams’ performance?

– RQ2: Which is the performance of the XGBoost and DNN model?

The rest of the paper is structured as follows. The next section presents the
research design by discussing the structure of the models, the dataset used for
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the training and prediction phase, as well as the evaluation of the models. The
results and the discussion are summarized in Sect. 3. The last section concludes
the paper and provides directions to future work.

2 Research Design

In order to be able to answer RQ1, working in teams and their performance is
formulated and explored in terms of a supervised binary classification problem.
This formation will further assist the evaluation and comparison of the XGBoost
and DNN model as presented below.

2.1 XGBoost Model

Briefly, XGBoost is a gradient boosted decision trees algorithm [3], that enables
advanced regularization (L1 & L2) for assisting model generalization and control
overfitting (model learn from noise and inaccurate data), for producing better
performance results. In general, gradient boosting machine learning technique
produces an ensemble of weak prediction models in the form of typical decision
trees. A decision tree model is structured by partitioning a set of features X into
a set of T non-overlapping regions (nodes) (R1 to RT ). Then, a prediction is
generated for each region by calculating a simple constant model f as shown in
Eq. 1.

f(x) =
T∑

j=1

wj ∗ I(x ε Rj) (1)

2.2 DNN Model

The proposed DNN structure consists of 84 input neurons, whereas the four
hidden layers have 64, 32, 16, and 8 neurons, respectively. The total parame-
ters of the model are 8.193, that all considered trainable. The linear activation
function of ReLu (Rectified Linear Unit) was used in the first layers, whereas
for the output layer the Sigmoid (Uni-Polar) function was selected. Also, the
“Adamax” adaptive learning rate algorithm for weights optimization [7], and
the “Binary Cross-Entropy” loss function were enabled. The proposed structure
of the DNN model was selected after conducting a test-based evaluation of the
model’s performance by varying the layers and/or the nodes of its structure.

2.3 Evaluation Procedure

In order to evaluate both the XGBoost and the DNN models, different metrics
that of the “confusion matrix” (row 1: TN-FP, row 2: FN-TP), and its related
metrics for assessing accuracy, recall, and precision, were computed.

Additionally, “F1 score” and “AUC-ROC (Area Under The Curve - Receiver
Operating Characteristics)” metrics were also calculated in order to compute
the preciseness and the robustness of the model.
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Table 1. Evaluation results

Model Data Learning Prediction Precision Recall F1 score ROC-AUC

Acc. (%) Acc. (%) Acc.

XGBoost Process 100 95.60 0.9778 0.8800 0.9220 0.9354

XGBoost Product 100 93.08 0.8906 0.9344 0.9120 0.9315

DNN Process 89.26 80.50 0.7049 0.7679 0.7350 0.8776

DNN Product 81.23 77.36 0.7039 0.8451 0.7692 0.8558

Fig. 1. DNN’s performance curves for the process data: (a) Cross-entropy (loss); (b)
Learning accuracy; (c) Confusion matrix.

Both models were trained and evaluated using the same dataset of “Data
for Software Engineering Teamwork Assessment in Education Setting Data Set
(SETAP)”. The dataset contains records from different teams that attended
the same software engineering course at San Francisco State University (USA),
Fulda University (Germany), and Florida Atlantic University (USA), from 2012
to 2015 [11].

The SETAP project contains 30000 entries separated into two different phases
that of process and product. During the process phase the learners educated
how effectively they apply software engineering processes in a teamwork setting.
On the contrary, in the product phase teams follow specific IT requirements
for developing a software. The last column of the dataset classifies the teams’
performance into two classes [10].

3 Models’ Performance Results and Discussion

In order to answer the RQ2, performance analysis was conducted for both mod-
els by computing the relevant metrics, as discussed previously in Subsect. 2.3.
Specifically, the evaluation results are summarized in Table 1. Observing the
table, XGBoost algorithm succeeded better accuracy results compared to the
DNN model. Specifically, it was found that when the XGBoost algorithm is used,
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Fig. 2. DNN’s performance curves for the product data: (a) Cross-entropy (loss); (b)
Learning accuracy; (c) Confusion matrix.

the learning and prediction accuracy was found to be at 100% and 95.60% during
the process phase, whereas during the production phase the results were found
to be 100% and 93.08%. Further, the precision, recall, F1 score, and ROC-AUC
were found to be 0.9778, 0.8800, 0.9263, and 0.9354 for the process phase, while
during the production phase the results for the same metrics were computed at
0.8906, 0.9344, 0.9120, and 0.9315.

Fig. 3. XGBoost’s performance curves for the process data: (a) Loss; (b) Classification
error; (c) Confusion matrix.

Similarly, observing the result for the DNN model, when the data from the
process phase were used, its learning and prediction accuracy was found to be at
89.26% and 80.50%, respectively. The rest of the metrics that of precision, recall,
F1 score, and ROC-AUC were found to be 0.7049, 0.7679, 0.7350, and 0.8776.
Same, for the product data, the DNN model succeeded 81.23% and 77.36%
learning and prediction accuracy, whereas the rest of the metrics were computed
at 0.7059, 0.8451, 0.7692, and 0.8558.
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Fig. 4. XGBoost’s performance curves for the product data: (a) Loss; (b) Classification
error; (c) Confusion matrix.

Further, XGBoost loss error, classification error, and confusion matrix during
the process and product phases are shown in Figs. 3 and 4. Also, DNN model’s
cross-entropy(loss), learning accuracy and confusion matrix curves, for the two
phases are shown in Figs. 2 and 1.

To sum up, for shaping knowledge about the teams’ performance in terms
of binary classification, the shallow machine learning model that enables the
XGBoost algorithm performed outstanding performance results compared to the
DNN model. However, we can not safely argue that the proposed ML model that
enables the XGBoost algorithm is better than the DNN one since the perfor-
mance of the models maybe also influenced by the quality of the input data [5].

4 Conclusion

The paper explores and compares the performance of the XGBoost and the DNN
model that enables Adamax optimizer and Binary Cross-Entropy loss function
with four hidden layers were explored and evaluated for predicting the teams’
performance. The results showed that the XGboost model outperformed the
DNN by succeeding 100% learning accuracy, during the process and production
phase of the teams, while its prediction accuracy was found to be 95.60% and
93.08%, for same phases. The overall learning performance of the DNN model
was found to be 89.42% and 81.23%, while the prediction accuracy computed at
80.50% and 77.36%, respectively for the same phases.

However, the low results of the DNN model underline the importance of
conducting further research in order to explore if other parameters, such as the
amount and the quality of data, can improve its prediction performance. This
will assist further the deployment of learning/assisting tools that will encapsulate
machine learning, which will help further the development of more intelligent
tutoring systems.
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Abstract. How to keep track of the learning process of a community of
learners is a problem whose resolution requires accurate assessment tools
and appropriate teaching and learning strategies. Peer Assessment is a
standard didactic strategy which requires students in a course to correct
their peers’ assignments. Since the representation of a community, even
a large one, of students, is based on directed graphs, it is difficult to
follow its whole dynamics. In this paper, we investigate the possibility of
using two machine learning techniques: Graph Embeddings, and Princi-
pal Component Analysis, to represent a students’ communities by points
in a 2D space, in order to have valuable and understandable informa-
tion on the dynamics of the group. For this purpose we present a case
study based on three real Peer Assessment sessions. The first results are
encouraging.

Keywords: Graph Embedding · Communities of learning · Peer
Assessment

1 Motivations and Goals

In the knowledge Society era, the individual is pushed to promptly keep updated
on a particular area throughout her working life. Traditional learning paths are
rarely designed with this goal in mind, so there is often a need of alternative
methods to traditional training, which take into account new technologies, in
particular when a teacher has to manage a huge number of students. To this
aim, Technology Enhanced Learning (TEL) gives the possibility for using new
learning/teaching strategies, supported by tools and algorithms that would be
impossible to use without the technological and logical advancements of Com-
puter Science. In this work we investigate the use of a Machine Learning (ML)
technique, called Graph Embedding (GE) [2], to support the representaion and
analysis of the activities of a learning community, where the members of the
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community interact, give hints each other, assess their peers and work in a coop-
erative way. These interactions, that we might summarize under the term dynam-
ics, provide significant advantages to the student’s learning flow, with respect to
an individual approach, where the interaction takes place only with the teacher
and the networked platform. Given that the classic graph based representations
of the interactions and relationships among the members of a community are
powerful, our research conjecture is that GE may help overcoming some of the
limitations imposed by such approach. Indeed graphs, are difficult to be dynam-
ically analyzed, mainly for computational reasons, especially when we compare
two different learning states, and dynamics, of a whole large community [7–9]. In
this study, we apply the GE to different Peer Assessment (PA) sessions, to gen-
erate status changes in the community. The first Research Question (RQ) of our
investigation concerns the possibility to represent a community of students using
PA, through a vector, which can be represented as a point in a low-dimensional
2D space. The second RQ concerns the possibility to have a fruitful vision of the
community dynamics through the compression and representation mechanism
offered by GE. In order to verify the RQs, this work proposes a case study based
on the analysis of a real classroom of students belonging to a computer science
high school and composed by 25 students. Three PA sessions were performed
to evaluate Open Answers on specific topics of interest. The paper is structured
as follows. Section 2 shows some important related works from the literature.
Section 3 briefly introduces the GE technique to provide a background. In Sect. 4
the study of an application case and discuss the research questions. Finally the
last section discusses future work and conclusions.

2 Related Work

Several works deal with the use of ML algorithms on learning processes in learner
communities, to extract useful information and improve learning [3,12]. Such
approach is supported by availability of large, ever increasing, amounts of data
generated by nowadays learning systems, about the interactions among learn-
ers. Deep Learning is a set of techniques based on Neural Network architectures
which are able to identify and extract complex relationships from data. Some
of these complex architectures have also been devised for compressing data into
lower dimension spaces (e.g. the curse of dimensionality problem). Our work
uses the GE technique, to compress the graph representing a community of
learners into a low-dimensional vector and, eventually, to a point in a 2D space,
in order to monitor the PA process. In fact, the GE algorithms can be effec-
tive in converting high-dimensional sparse graphs into low-dimensional, dense
and continuous vector spaces, preserving maximally the graph structure prop-
erties. Our work refers to a community of students, even large (e.g. MOOCs),
where the learning strategy of PA is used. In this context, the community can
be represented as a multigraph where a node Vi represents a student and an
edge between two nodes Vi and Vj represents the grade, that the student si
gave the student sj . A student can grades the same peer more than once. The
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applications of GE to PA sessions, aiming to capture valuable information on
the learning progress, seems attractive, and to our knowledge no such applica-
tions are studied so far. On the other hand, several researches considered textual
relationships and other characteristics of the group of learners. The TransConv
algorithm uses GE to incorporate textual interactions between pair of users to
improve representation of learning of both users and relationships [5]. This algo-
rithm represents a structural embedding approach using relation hyperplanes,
where every relationship can be viewed as a translation of users in the embedding
space, using textual communications among users as well. In [10], the authors
conduct a systematic investigation of the problem of course concept extraction
for MOOCs. They propose to learn latent representations for candidate concepts
via an embedding-based method and developed a graph-based propagation algo-
rithm to rank the candidate concepts based on the learned representations. In
[11], the authors present the GEval system, a modular and extensible evalua-
tion framework for graph embedding techniques. This framework is useful to
compare different approaches of Graph Embedding both for developers of new
embedding techniques and consumers of these techniques in choosing the best
approach according to the task(s) the vectors will be used for.

3 Background

Given a directed graph G = {V,E}, GE is a deep learning technique that is
used to transform nodes, edges, and their features into a vector space with a low
dimension whilst maximally preserving properties like graph structure and infor-
mation. Embedding should capture the graph topology, the node-to-node rela-
tionships, and other relevant information about graphs, subgraphs, and nodes.
Consequently one of the greatest advantages is that vector operations are easier
to computer in comparison with operations on graphs. To this aim, the literature
proposes two groups of embeddings [1,2]. They are (i) Node Embeddings, where
each node is encoded with its own vector representation. One could use this
embedding when performing visualization or prediction on the node level, e.g.
visualization of nodes in a 2D plane, or prediction of new connections based on
nodes similarities; (ii) Graph Embeddings where the whole graph is represented
by a unique vector. These embeddings are used both to make predictions on the
graph level and to compare or visualize the whole graphs. In our work we used
the GE approach. However, the GE approach needs to satisfy some important
requirements, such as: 1) the embeddings ought to encode the relevant properties
of the graph i.e., node connections and neighborhood, and in general the graph
topology; 2) the prediction or visualization quality should depend on embed-
dings’ quality; 3) network’s size should not delay the embedding process: graphs
are usually large, and an embedding approach needs to be efficient. An essential
challenge is the accurate estimation of the dimension of the embedding space. In
fact, longer embeddings preserve more information while they induce higher time
and space complexity than shorter ones. Users need to make a trade-off based
on the requirements. In our approach we considered a fast algorithm which relies
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on spectral features of the graph. In particular, it uses a spectral decomposition
of graph Laplacian to perform graph classification [6]. Each eigenvalue of the
Laplacian is evaluated and physically interpreted as the energy level of a stable
configuration of the nodes in the embedding space. The lower the energy, the
stabler the configuration. In our experiments, we set the size of the embedding
space to 12, which has been tuned accordingly to the dimension of the con-
sidered graphs. In particular, we generated several configurations similar to the
ones obtained in the experiments, differently perturbed by new nodes and altered
edges’ values. By the F-measure, the optimal size of the embeddings space was
estimated, in order to cluster together very similar graphs. This was done rely-
ing solely on the distance measure calculated on two vectors in the embeddings
space. In order to examine and interpret the vectors in the embeddings space,
we adopted the Principal Component Analysis (PCA) [4] technique, which is
one of the most popular dimensionality reduction techniques. By setting to 2
the required output dimensions, we were able to plot the embeddings in 2D
diagrams.

4 The Case Study

As the experimental sample we used a classroom of 25 students attending the
third year of an industrial technical high school of computer science. We run three
PA sessions, collected in the set S = {s1, s2, s3}. In each session si, the peers had
to accomplish a task ti, consisting in an open answer question. Consequently, we
gathered a set T = {t1, t2, t3} of session-related tasks. The session tasks had to be
accomplished in a pre-stated time, according to some predefined and explained
assessment criteria, with a grading scale set in the range R = [1, 10]. The open
answers questions were about a microprocessor architecture. For each PA session
two kinds of community representations were built. The first representation was
comprised of 3 directed graphs, G1, G2 and G3, corresponding to the PA session.
In each Gi graph, each node Vi represents the student sti while an edge Eij

represents the way a student sti graded student stj , with edge weight being
the grade itself. The second kind of graph is an incremental one, where the
graph Gi+1 is the graph Gi generated by the si session, merged with the edges
generated by the si+1 session. The resulting graph is a directed multigraph, being
more grades from sti to stj possible. For each session a further graph with the
teacher’s grades was built, useful to compare the peers’ grades with the teachers’
ones, and determine how each student had been good at assessing. Data from the
3 PA sessions are shown in Table 1; for each session, we computed 1) the mean
x̄s and the standard deviation s̄s of the students grades, 2) the mean x̄t and
the standard deviation s̄t of the teacher’s grades. From this data we can draw
the conclusion that the two distributions, assuming two Gaussian distributions,
differ on average in two cases by 1 while in another case by 1.5. As might have
been expected, students’ grades are generally higher than teacher’s ones, while
the standard deviations are similar.

As explained in the previous section, we embedded all the graphs in order
to represent them as a simple vector in a 2D space. In particular we computed
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Table 1. The evaluation data for each PA session.

PA session x̄s s̄s x̄t s̄t

S1 6.25 1.77 5.24 1.51

S2 6.27 1.1 4.96 2.1

S3 6.09 1.4 5.42 2.4

12 embeddings, one for each generated graph, always maintaining the duality
student graph (real) Vs. teacher graph, as shown in Table 2. The embeddings are
shown in Fig. 1(a) and Fig. 1(b). Moreover, the vector representation allows to
compute the relative euclidean distance among them. In Fig. 2 are shown the
distances in all the two types of graphs.

Fig. 1. The 2D representation of the two embeddings. In Figure (a), each point rep-
resents a graph, ri as a real graph Vs. ii as the teacher’s graph. Figure (b) is the
representation of the multigraphs generated merging a graph gi with the graph gi+1

Now we try to answer the two RQs illustrated in the Sect. 1. Regarding the
RQ1, the answer is certainly positive: the two types of graphs were both first
compressed and subsequently subjected to the PCA dimensionality reduction.
Consequently, the 2D representations represent both the students of each PA
sessions, which we called real graphs, and the graphs with the teacher’s grades,
which we have called the ideal graphs. Furthermore, we were also able to gener-
ate a representation of the multigraphs obtained by merging the different graphs
built for representing different sessions. About the RQ2, the vector representa-
tion of the graphs allows us to have an idea on the evolution of the learning pro-
cess. For example, the representation of the multigraphs shows that their relative
distances, taking into account all the PA sessions, are decreasing, as illustrated
in Fig. 2. This can be interpreted as the capability of the system to represent the
dynamics of the community during the PA sessions. Another important feature is
the capability to follow the dynamics of the community through a point in a 2D
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Fig. 2. In Figure (a) the distances in the 2D space among the real and ideal graphs for
the first kind of graphs. In Figure (b) The distances in the 2D space among the real
and teacher graphs for the second kind of graphs.

Table 2. The two types of graphs produced by the PA sessions. By ri we mean the
real graphs, i.e., the PA graphs while ii graphs are the ideal ones, i.e., with teacher’s
grades. The last column shows the coverage of the graphs in terms of Edges.

Students’ graphs Teacher’s graphs PA session Coverage

r1 i1 s1 25%

r2 i2 s2 25%

r3 i3 s3 25%

space. To highlight this feature, in the Fig. 1 the points representing the graphs
have been joined with a dashed line. However, it is important to highlight that
each point represents all the properties of the community. Alternatively we are
compelled to observe the entire graph and its evolution. Obviously, additional
aspects are yet to be deeply investigated, such as useful interpretations of the X
and Y values in the 2D space.

5 Conclusions and Future Work

In this paper, we have proposed the use of Graph Embeddings to investigate
the chance of modeling learning communities through PA sessions, while in the
literature, a community of students is usually represented by a directed graph
where each node corresponds to a student and each edge represents a relationship
between two students. We have presented a case study based on a high school
computer science classroom composed by 25 students, over three PA sessions. GE
and PCA have been applied in order to compress the graph into a n-dimensional
vector and subsequently into a two-dimensional vector. These techniques allowed
us to graphically represent all the PA sessions and monitoring the dynamics of
the community in a 2D space. The same work done on the original graph would
have entailed greater challenges. As a future work, we would like to deepen
this approach by studying the possibility of using this technique on very large
communities like MOOCs together with other teaching/learning strategies.
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Abstract. With the widespread use of emerging computer technologies in teach-
ing and learning, computer-supported collaboration as a beneficial teaching and
learning strategy is now embraced in campus. Analyzing the influencing factors of
individual participation is important to discover a more efficient group forming in
terms of accomplishing collaborative learning tasks. Through the social network
analysis approach on the collected data, this research has found that personality
trait does affect a student’s activeness and the group’s mode. Three main group
modes are discovered: Unipolar, Multi-Center, and Centerless-Flat mode. Multi-
Center group mode is more stable and has higher average academic achievement
than the other two modes. The research findings can be used to implement an
intelligent tutoring system that can make recommendations for teachers on the
better options of grouping students based on their personality traits.

Keywords: Social network analysis · Personality traits · Collaborative
Learning · Social messaging app · Big Five Inventory (BFI)

1 Introduction

Research on cooperative and collaborative learning has provided empirical support for
the cognitive, motivational and social benefits of group work [1]. Various empirical
studies show evidences that group work and collaboration enhance students to engage
with the learning materials and develop deep disciplinary understanding [2, 3]. Some
researchers realized that the groupmembers’ emotion influence their collaborative learn-
ing interactions in group [4]. Rehm and colleagues (2016) have done empirical study
that contributes to the understanding of how the characteristics of group members influ-
ence their collaborative learning interactions [7]. They also find that participants who
are more active have better learning performances.

This research aims to investigate the factors that may affect the group modes and
learning effects while students working on the designed collaborative learning tasks.
With the identified influential factors, a better group could be recommended to form
so students will establish group awareness and grasp collaboration and communication
skills better to solve known or unknown problems [5].
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There have been studies proving that individuals whose social behavior is readily
predictable from measures of personality traits [6]. Few studies analyze the model of
team discussion and engagement in e-learning based on personality trait. The research
team assumes that a group’s learning outcome will be mainly depending on the commu-
nications and collaboration level the groupmembers can achieve. Furthermore, students’
personality traits like openness, conscientiousness, extraversion, neuroticism may influ-
ence their participation, activeness, and contribution to collaborative learning tasks in a
group.

Therefore, this research has the following two hypotheses accordingly:

• Hypothesis H1: Individuals’ personality traits affect their social behaviors in online
discussion.

• Hypothesis H2: Individual’s engagement level will be reduced when working onmore
complex collaborative tasks.

2 Empirical Study

To verify the hypotheses and further understand the collaborative learning and interac-
tions in the online groups. The experiment was conducted in second term during the
academic year 2019–2020 with 7 Sophomore classes (N = 370, 114 male and 256
female students) of Tax Law in South China Agricultural University (SCAU). At the
end there were 216 valid responses collected from 56 male and 160 female students.
This course was running on theMosoteach LearningManagement System1 and included
seven quizzes conducted at an interval of ten days in two months.

At the end of each chapter, collaborative learning task and group discussion were
conducted. Different group modes were investigated and compared based on their group
members’ average quiz performance. In this study, the task complexity and difficulty lev-
els are divided into three: simple, medium and difficult according to the three dimensions
of element interaction, memory participation and logical inference.

Four collaborative tasks that have different difficulty levels are designed for the
students to complete in groups within two and half months. Every couple of weeks a
task will be given to the student groups. Table 1 lists the four tasks’ complexity and
purpose. Students will freely form study groups where each group has 6 to 8 members.

Table 1. Four tasks designed for the experiment

Task Complexity Duration Topic

#1 Simple March 3–March 14 Animation production

#2 Medium March 17–March 28 The learning & use of mind maps

#3 Medium to Difficult April 7–April 21 Group discussion on “Value-Added Tax
(VAT)”

#4 Difficult April 28–May 14 Teacher assigned discussion question

1 http://www.mosoteach.cn.

http://www.mosoteach.cn
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In order to verify the two hypotheses, the participants’ interactions within a group
while working on the collaborative learning tasks and their personality traits are needed
to be collected. The experiment uses the mobile app WeChat for group discussions.
WeChat is a popular app in China and it is similar to all other social messaging apps
in the world (e.g., Whatsapp, LINE and Telegram). The teacher will not participate in
the group discussion so students can feel more comfort while talking to each other. At
the end of a collaborative task, the group leader will send the screenshot of the group’s
discussion process to the instructor.

The research uses social network analysis on the interactions among group members
to categorize groups into differentmodes accordingly. The research also adopts the forty-
four 5-point Likert-scale items Big Five personality traits instrument to create an online
questionnaire for participants filling out at the end of the experiment [8, 9]. With the
understanding of individual group members’ personality traits, the research can further
investigate the potential correlations between group’s personality traits and modes.

3 Data Collection and Analysis

When the teacher received the screenshots of groups’ discussion in WeChat from the
group leaders, the teacher created Excel files to transcribe and store the interactions in a
matrix form for all groups. The interaction matrix was then processed by social network
analysis (SNA) approach with the iGraph2 package of the R software, to generate a
diagram for the interactive pattern. With SNA diagram the group members’ status and
interaction frequency can be told easily [10].

Three group modes had been found while students doing the collaborative learning
tasks, they are: Unipolar mode where the student (either the group leader or another
member) is the center and interacts with other group members; Multi-Center mode
where two or more people are particularly active participating and become centers in the
group; and, the Centerless-Flat mode where everyone participate more or less equally
in the group.

For simplifying the analysis and comparison, this paper takes three groups (i.e.,
Group C, Group V, and Group A) as examples and explains the changes of students’
interactions from simple to difficult tasks (i.e., from Tasks #2 to #4). Figure 1 shows the
SNA diagrams of a Unipolar mode Group C doing the collaborative learning tasks. The
student c1 (who is also the group leader) constantly asks the group members to answer
the questions and do the jobs. The interactions within the group are found to be very
negative (based on the recorded discussion on the screenshots). At the end the group
members are no longer willing to participate for Task #4.

Figure 2 shows the SNA diagrams of a Multi-Center mode Group V doing the
collaborative learning tasks. Starting from Task #2, student v1 (who is the group leader)
and v2 are actively interacting with each other frequently. While working on the Task
#3, student v7 is also jumping in become another center besides the leader v1. In order
to solve Task #4, it is necessary to find the answer on the group’s own. Among eight
group members five of them choose to not participate. At the end v2 actively played in
the group to complete Task #4.

2 https://rpubs.com/crconline/igraphreview.

https://rpubs.com/crconline/igraphreview
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Figure 3 shows the SNA diagrams of a Centerless-Flat mode Group A doing the
collaborative learning tasks. In Group A, student a1 is the group leader. In this group
there is no outstanding one but the interactions and discussion among the groupmembers
are positive and active. Even when one member drops out under the pressure of the
difficult task while working on Task #4, the interaction mode is still maintained and the
rest of group members are still working on the task actively. Nevertheless, all the groups
do suffer from the individuals’ reduced engagement in the difficult task, Task #4. This
result verifies the Hypothesis H2.

Fig. 1. Group C (Unipolar mode) works for Tasks #2 and #3.

Fig. 2. Group V (Multi-Center mode) works for 3 tasks.

The research team is also interested in understanding the differences of personality
trait distributions that different group modes may have. The investigation results could
not only enlighten theway of forming better groups for all students learnmore efficiently,
but also become the basis of implementing an intelligent tutoring system that can make
recommendation for teachers on how to group their students to maximize the learning
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Fig. 3. Group A (Centerless-Flat mode) works for 3 tasks

achievement. The research team compares personality trait distributions among the three
group modes based on the average personality traits distributions that (a) top one-third
students who have higher performance on the quizzes (i.e., high achievement students),
(b) bottom one-third students (i.e., low achievement students), and (c) all students in
a group. Figure 4 uses the radar charts to present the differences of students’ average
personality traits in the three group modes.

top 1/3 students in a group

(high achievement students)

all students in a group

(in overall)

bottom 1/3 students in a group

(low achievement students)

Fig. 4. Group personality traits distributions

From the radar charts shown in Fig. 4 we can tell that the three groups do have
different personality traits distributions – Unipolar mode Group C with solid line in
blue, Multi-Center mode Group V with dot line in orange, and Centerless-Flat mode
Group A with dash line in green. Comparing the three groups’ average personality traits
values by taking all students in a group into consideration as well as the high and low
achievement students.

The research has found that Centerless-Flat mode Group A not only has lowest
average personality traits than the other two groups but also has positive skewness on
Agreeableness personality trait than the other four traits. From the group-based average
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academic performance on the final exam and the quizzes (see Table 2), the group’s
average quiz performance is lowest. Furthermore, doesn’t like other two modes the
standard deviations of Centerless-Flat mode group members’ final exam marks and
average quiz marks are at similar level, although the group’s average final exam mark is
not the lowest.

Table 2. Descriptive analysis of academic performance

Group Mode Final exam
(mean)

Final exam SD
(high/low)

Quiz avg
(mean)

Quiz avg SD
(high/low)

Group C Unipolar 43.50 24.71
(84/19)

60.85 12.29
(74.86/43.58)

Group V Multi-Center 53.88 18.86
(83/29)

60.14 12.19
(77.82/42.00)

Group A Centerless-Flat 47.33 14.81
(70/30)

54.29 13.35
(72.12/39.36)

On the other hand, the Unipolar mode Group C and the Multi-Center mode Group V
do share similar personality traits distributions according to Fig. 4. However, the group
personality traits distributions show theUnipolarmodeGroupC has (1) higher Openness
trait value, especially for the low achievement students; (2) lower Neuroticism trait
value, especially for the high achievement students; and (3) higher Conscientiousness
and Extraversion personality traits, especially for high achievement students. Last but
not the least, while the two groups’ students have similar average quiz performance in
terms of the mean value and the standard deviation, they do have different performance
on the final exam according to Table 2. Therefore, Hypothesis H1 is supported.

4 Conclusion

This research investigates the interactions of doing collaborative learning activities
within groups in which each group has 6 to 8 members involved. The research identifies
three major group modes: Unipolar, Multi-Center, and Centerless-Flat mode. Multi-
Center mode has been proved to have overall better academic achievements in terms
of average quiz mark and the group structure and member connections are more stable
and tighter even under the pressure of doing the difficult collaborative learning task
online together. Personality traits do have influences on the communication types; for
instances, a group has very high Openness personality trait value distribution may make
the group become a Unipolar mode group in which most of students may not engage
in the discussions; and a Centerless-Flat mode group may be formed when the group’s
personality trait value distribution shows that the group’s Agreeableness personality trait
outstanding to other traits.
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Abstract. Tutoring is a human activity,which has been applied in several fields. In
the last decade, this task has become indispensable, especially in higher education
institutions. The principal objective attached to the tutor is to assist and support
the learners throughout their learning process. Several researchers have studied
the impact of collaboration between the learners on their cognitive levels, but few
studies have been carried out on the impact of collaboration among the tutors.

In the previous work, we have studied the impact of the collaboration among
the learners with a specific collaborative CEHL(Computing Environment for
Human Learning) [1]. In this work, we focused on the impact of collaboration
among tutors.

Keywords: Tutors collaboration · Computer-supported collaborative coaching ·
CSCC · Tutor’s groups · Coach’s group · Coach’s profile · Learning style ·
Teaching strategies

1 Introduction

In CSCL (Computer-Supported Collaborative Learning) research field, researchers are
mainly interested in the collaboration between learners as means for supporting collab-
orative learning, which allows the learner to work with the group to achieve a common
goal [3, 4]. But, collaboration among learners is not enough to solve some problems as
some learners find it difficult to communicate and share experiences within the group
[3, 5]. As result, monitoring functionality is required in these environments. Tutoring is
a key element of any distance learning system.

The roles of tutors in distance learning are numerous. Some researchers argue that
the tutor is responsible for his intervention to facilitate the learning process and monitor
their activities. His role is that of an accompanying person, coach, or resource-person
[3]. Other researchers confirm that in most distance courses, the tutor has mainly a
psychological and methodological role [3]. Other roles are cited by many researchers
[3–5]: guide, evaluator, moderator, etc.

Furthermore, this actor has several names: mentor, coach, facilitator [3, 5], etc. As
a conclusion about the tutors’ roles, we can say that there is confusion about these roles
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from one researcher to another. This confusion is due to the lack of works about the
standardization and the instrumentation of the tutors’ roles [3, 5]. In other words, we
can say that the name of the tutor depends on his role and his field of work or the place
of work, in our research we have attributed the name of the coach to the tutor because
his ultimate role is to support and assist all the activities of learners to find learning
difficulties and problems in higher education level.

This paper is organized as follows. In Sect. 2, we are confronted with a new field of
research, which is CSCC “Computer-Supported Collaborative Coaching”, we present a
definition of CSCC, its purpose, and its advantages over other types of existing tutoring
systems. The architecture of a CSCC system is presented in Sect. 3. In Sect. 4, we explain
the scenarios of collaboration in the CSCC system proposed. Finally, we conclude with
a conclusion and future works.

2 CSCC: Computer-Supported Collaborative Coaching Field

In higher education institutions, new recruits (teachers/tutors/coaches) who work in
individual environments, have encountered difficulties that are often related to their
demotivation and isolation, which are in most cases related to lack of experience [3,
5]. Our work is interested in limiting these difficulties by developing autonomy and
reducing the coaches’ feeling of isolation and helping them to acquire the know-how
of their most experienced colleagues, by creating social links of communication and
collaboration between the coaches and the rest of the educational community. The main
goal of computer-supported collaborative coaching is to support and guide learners to
improve their learning level and continuous monitoring. Besides, collaboration among
(coaches/tutors) helps them through this important training activity. Figure 1 shows the
position of this new research field among the main related research fields.

Fig. 1. Description of CSCC domain

As shown in Fig. 1, the CSCC is the intersection of three research fields: computer-
supported collaboration, computer-supported collaborative tutoring, and Higher e-
education. To better present this new field, we give some definitions of it.
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Definition 1: CSCC is a tutoring strategy where the tutors in higher education institu-
tions called coaches form tutoring groups (also called communities of practice) whose
goal is to support learners in their educational activities (learning, assessment…) using
collaboration tools and techniques.

Definition 2: CSCC is a process that takes into account collaboration among coaches
(tutors in higher education institutions) using computer tools. Coaches get together in
small groups to provide better tracking of learners and to help novice coaches in their
mission.

3 General Architecture of a CSCC System Proposed

A computer-supported collaborative coaching system is a collaborative platform that
brings together all tools of distance tutoring, but in a specific area which is the higher
education institutions. To provide a space for coaches (tutors) for working together to
assist learners, and eliminating some problems for example: in the existing system, the
learner is assigned to one and only one human coach. The latter replies to his/her learners’
queries and tries to solve their problems. Furthermore, when a learner’s needs do not
belong to the coach’s skills, the learner’s queries will not be satisfied. The collaboration
among coaches to carry out the task of learner monitoring will enable coaches to meet all
the needs of learners seeking assistance. Figure 2 shows the various components of a
CSCC system, which are:

Fig. 2. The various components of a CSCC proposed system.

1. Administrator System (AS): this component is responsible for managing all the
actors of the system (coaches, learners, and teachers) and the learning paths.

2. LearningManagement System (LMS): it manages to learn activities andmaterials.
3. Collaborative Coaching Management System (CCMS): It consists of two

subsystems:

a. A Tracking System of Coaches (TSC): that provides the coach with a set of
information to track learners (coaching journal, traces, ask helps..) and allows
responding to learner’s assistance requests. Knowing that the learners involved
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in this system are graduating learners (bachelor, master, doctorate) then each
of them is assigned to a coach. This tracking system manages the areas and
disciplines of the department, teachers, and learners and assigns them a username
and password that they will use later to enter in their spaces, then inform them
with their email addresses.

b. A Tracking System of Collaboration among the Coaches (TSCC): This pro-
vides the coaches with a collaboration space presented as a set of collaboration
and communication tools (chat, forum, mail, etc.), and mechanisms to monitor
the collaboration. To achieve the main task of our system which is the collab-
oration between coaches, we have adopted the concept of groups. At the group
level, members can discuss collectively: using either intergroup or intragroup
discussion.

4 Scenarios of Collaboration in CSCC System Proposed

4.1 The Mechanism for Forming Coaches’ Groups

The methodology proposed for creating the coaches’ groups is based on the set of
coaches’ profiles.

In our work, we need to know the ability of each coach to collaborate in the activities
of his/her pairs, and his/her preferences about how he/she prefer to learn new notions
about the coaching process, that is why we proposed to create two new profiles: The first
one called:

4.1.1 Collaborator Profile

The aim of this new profile is to pre-classify coaches according to their level of collab-
oration in the different activities of their colleagues (very passive, little passive, little
active, active, highly active). We must note that we need this profile when a coach has
the desire to join a group. We applied in this collaborator profile a new strategy very
known in the teaching strategies for determining the learning style of each coach it is a
learning strategy.

Learning Strategy: Uses combining and adapting teaching strategies, learning styles,
and electronic media According to Felder-Silverman’s learning style model [2]. FSLSM
contains four dimensions when the learner is characterized by a specific preference for
each of these dimensions [2]. Each dimension includes two variables as shown in Fig. 3.
Let us note that in our case we adopted this model for the coaches learning.

Fig. 3. Felder-Silverman learning style model [2]
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4.1.2 Group Profile

the interest domain of the coach is related to his specialty diploma we try to reduce
the number of groups to eight (e-learning – multi-agent system, Artificial vision, image
processing, artificial intelligence, networks, information system, internet of things).

5 Conclusion and Future Works

In this paper, as the first step of our research project, we have presented the basic
principles of the new research field which is computer-supported collaborative coaching,
which supports collaboration among human coaches in higher education institutions.
We present a definition of CSCC, its purpose, and its advantages over other types of
existing tutoring systems. Also, its general architecture. We describe the scenarios of the
collaboration between coaches by proposing two new profiles (the coach’s collaborator
profile, and the coaches’ group profile) using for forming coaches’ groups.

In futurework, we plan to extend the proposed approach by developing a prototype of
the Computer-supported collaborative coaching system proposed, and the Classification
algorithm for forming coaches’ groups, this algorithm used the values of collaborator
and group profiles proposed.
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Abstract. The design of successful online learning systems that attract and sus-
tain students’ active engagement with their learning activities remains an open
question. With the rapid adoption of online learning systems (including learning
management systems) due to the Covid-19 pandemic, there is a need to ensure that
the systems’ design can encourage and sustain students to actively use them to
achieve the required learning objectives. We argue that it is possible to incorporate
socially-oriented persuasive strategies in the design of online learning systems to
support students’ engagement and improve learning outcomes.We integrated three
socially-oriented persuasive strategies (upward social comparison, social learning
and competition) with a learning management system used in a university course.
The strategies were implemented as social visualizations, and we explored their
influence on 628 students’ access to learning materials. We found that the three
persuasive strategies implemented as social visualizations encouraged students
to access more frequently the learning materials, and this increase in frequency
correlated positively with their academic performance (final grade in a course).
Our results can help designers of online learning systems to improve the efficacy
of their systems.

Keywords: Persuasive Technology · Learning Management Systems · Social
Influence · Social Comparison · Student Engagement · Social Learning ·
eLearning Systems · Competition

1 Introduction

Computer applications and services datasets play an important role in aiding decision-
making based on actual application/service usage. Thus, organizations nowadays explore
and analyze their datasets to make informed decisions concerning their progress and
success. For example, datasets from various domains such as education, e-commerce,
healthcare, and businesses are now providing data-based evidence that informs decision-
making atmultiple levels. In the education domain, there is growing interest in supporting
and improving learning through technological applications (such as eLearning systems,
learning management systems, intelligent tutors, and collaborative learning environ-
ments). These applications can improve their performance by learning from their usage
data.
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Previous studies analyzed patterns of students’ access to various learningmaterials to
answer different research questions.Wang et al. [1] indicated that the frequency of access
to online learning materials and personality variables predicted the final course grade.
Also, Heffner et al. [2], who explored website access for learning materials, revealed
that students who passed the course accessed the course online pages more frequently
than those who failed the course. While the previous studies evaluated how the use of
LMS in universities affected students’ learning and performance, our study explored how
incorporating some socially-oriented persuasive strategies (upward social comparison,
social learning and competition) implemented as visualizations affect students’ learning
activities and performance. Only a few studies focused on investigating the effects of
the three strategies on students’ learning activities.

In previous research [3], our colleagues developed a Student Advice Recommender
Agent (SARA) based on a predictive analytics model and integrated it with the Black-
board Learning Management System (LMS) used in our University. SARA detects
opportunities to provide personalized advice and direct the students to relevant learning
resources based on each student’s learning needs. The system has been used in various
undergraduate courses to assist and support students by providing personalized learn-
ing support. The system has a positive effect on some students’ learning experience
and outcome, but many of the students do not engage with the system and ignore the
advice. To improve engagement with the SARA system, we developed and deployed
a persuasive intervention using socially-oriented strategies and social visualizations.
Interventions utilizing visualization [4], self-monitoring tools, and persuasive systems
[5] have proven effective in improving engagement. Hence, we decided to incorporate
persuasive strategies into the SARA system to evaluatewhether it can encourage students
to engage actively with their learning resources.

This paper seeks to answer the following research questions:
RQ1: Which of the three investigated socially-oriented strategies most effectively
increases the frequency of the students’ access to the learning materials?
RQ2: How is the frequency of access to learning materials related to academic
performance?
RQ3: How do the Social Comparison, Competition, and Social Learning strategies
employed in the online learning system affect the students’ performance?

The learning system log analysis of 628 student records confirms the effectiveness
of the three socially-oriented persuasive strategies in motivating students to access the
learning materials more frequently. The results also show a correlation between the
frequency of learning material access and academic performance (the final grade in a
course). Our findings suggest that online learning systems can employ in their design the
socially-oriented strategies explored in this research to improve student engagementwith
the learning materials and academic performance. The implementation of the strategies
is straightforward and domain-independent, and they can be incorporated readily into
the learning systems design.
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2 Research Method

The dataset used in this work is part of a large research project aimed at using socially-
oriented persuasive technology strategies in improving students’ engagement in learning
activities. The dataset was collected in a study approved by our University’s behaviour
ethics board. The design and implementation of the socially-oriented strategies in a
learning management system have been presented elsewhere [6, 7] along with the pre-
and post-survey of students to evaluate the system’s persuasiveness [8]. This paper aims
to evaluate how incorporating persuasive strategies into a personalized learning system
affects students’ access to the provided relevant learning resources (lecture materials
and slides, video lectures and tutorials related to the topic of each week). All student
viewing activities of the various learning resources were recorded in the system log.
After cleaning, the logs consist of 628 records of students’ learning data distributed
across the four experimental conditions (student groups exposed to each of the three
persuasive strategies and a control group) as follows: competition – 36 records, social
comparison – 258 records, social learning – 190 records, and control – 144 records.

2.1 Data Analysis

We are interested in understanding whether there are changes in the frequency at which
students view their learning materials which could be attributed to the incorporation
of the three distinct socially-oriented persuasive strategies in the learning management
system. This entails examining and comparing the data from the experimental condi-
tions (four different groups of students) in terms of the viewing of learning materials
over time (before and during the persuasive intervention). To achieve this, we used a
within-subject design to collect data about viewing behaviour before the intervention
was introduced (the first half of the semester) and during the intervention (the second half
of the semester). The results are shown in Fig. 1. After validating the data for ANOVA
assumptions, we performed Repeated Measures Analysis of Variance (RM-ANOVA)
using the viewing of learning materials before and during our persuasive intervention
as within-subjects factors and experimental conditions (competition, social compari-
son, social learning, and control groups) as between-subjects factors. The weekly view
frequency was calculated by normalizing the total frequency of views made by each stu-
dent before the intervention and during the intervention for the number of weeks in each

Fig. 1. Summary of viewing behaviour of experimental conditions
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period (7 and 6, respectively). This analysis helped us determine if there is a significant
difference in the viewing pattern of learning materials among our different groups.

In addition, we examined whether there is a relationship between viewing behaviour
across the groups and their academic performance (measured by the final grade in a
course) using correlation and ANOVA. We used SPSS for all our analyzes and report
results as significant when p < .05. Furthermore, we analyzed the students’ feedback
(provided in their learning system) to understand their perception of the persuasive
strategies.

3 Results

The analysis of our data on the students’ viewing behaviour revealed some interesting
insights and trends.

3.1 Effect of Persuasive Strategies on the Students’ Viewing Behaviour

The results of RM-ANOVAwith time (before and during intervention) as within-subject
factors and four experimental conditions as between-subjects factors show that there
is a significant interaction between time (before, during intervention) and experimental
conditions in terms of viewing pattern score (F3, 624 = 7.464, p < .001). Also, there
was a significant main effect of experimental conditions (F3, 624 = 4.896, p < .005)
on viewing pattern scores overall. This means that there was a statistically significant
difference between the students’ groups with respect to the viewing behaviour of their
learning materials before and during the intervention. The pairwise comparison results
between the experimental conditions show that students in the competition group viewed
their learning materials more actively than those in the social learning (p< .050) and the
control group (p < .005). The difference in the viewing pattern between students in the
control and the social comparison groups was significant (p < .005). The difference in
the viewing pattern between students in the competition and social comparison groups
was not significant (p> .100). Furthermore, the results showed that students in the social
comparison group viewed their learning materials more often than those in the social
learning group (p < .050). However, the difference in the viewing pattern between
students in the control and the social learning groups was not significant (p < .200).
This means that the students in the competition and social comparison groups viewed
the learning material more often than those in the social learning and control groups.

3.2 Effect of Students’ Viewing Behaviour on Their Performance

The result of Pearson correlation analysis showed that the students’ viewing frequency
and their academic performance positively correlated, r(626) = .304, p < .001. The
descriptive statistics of the dataset show that students in the competition group had the
highestmean in academic performance (final course grade) (M= 79.28), followed by the
social comparison (M= 62.38), the social learning (M= 58.02), and control groups (M
= 57.34). A one-way between-subjects ANOVAwas conducted to compare whether the
differences in academic performance across the four groups are statistically significant.



A Comparative Evaluation of the Effect of Social Comparison 373

The results show a significant main effect of the experimental condition on academic
performance for the four conditions ((F3, 624 = 24.499, p < .001). This means that there
is a significant performance difference between the students across the four experimental
conditions.

The results of the post hoc comparison indicated that the mean score for the com-
petition condition was significantly different from the social comparison condition (p
< .001), social learning condition (p < .001), and control condition (p < .001). Also,
the mean score for the social comparison condition was significantly different from the
social learning (p< .020) and control conditions (p< .005). However, the social learning
condition did not significantly differ from the control condition (p> .900). Specifically,
the results suggest that the three socially-oriented strategies affect academic performance
since they affected the students’ viewing frequency of learning materials overall. The
competition and social comparison strategies groups had better performance than the
social learning and the control groups.

3.3 Effect of the Persuasive Intervention Based on Students’ Feedbacks

We present a summary and a brief discussion on the feedback collected from students
in the three experimental groups using versions of the learning system with persuasive
visualizations. The students paid attention to the strategies implemented in the system,
as shown by their feedback. For example, common comments among students in the
competition group were: “I’m at the top of the class!”, “Happy that I did so well but
think I could have got even higher”, and “Wish my grade was higher”. This means
that the incorporation of the competition principles in their learning system motivated
students to perform better. Based on our analysis the competition group performed
better than the other three groups in both their access to learning materials and academic
performance. For students in the social comparison group, comments such as: “I did not
get over 83”, “I thought I did better”, and “I am over the class average”were common.
These comments suggest that students compared themselves to those who performed
better than them in the course assessments (role models). The students will be motivated
to improve their learning behaviour to perform better like their role models. Students
in the social learning group made comments such as: “Surprised I did so good on the
midterm yet so bad on the lab exam”, “How I got so low grades?” and “I thought I was
well prepared for the class midterm”which means that the students acquired (passively)
information relating to their progress by observing their peers’ performance. Thus, the
persuasive strategies provided an opportunity for students to be frequently reminded
of their performance goals and their progress to promote more frequent access to the
learning materials.

4 Discussion

We examined students’ access frequency of learning materials in a university course to
answer our research questions concerning the influence of socially-oriented persuasive
strategies on learning activities. The students were grouped based on the version of the
persuasive visualization they were exposed to (or lack thereof, for the control group).
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Using as the baseline the students’ viewing behaviour before the persuasive interven-
tion’s introduction, the results of our analysis revealed that students’ viewing frequency
increased during the intervention period. We also found that the viewing frequency dif-
fered across the four experimental conditions, with students in the competition group
having the highest activity frequency, followed by the social comparison, social learning,
and control groups respectively, which answers our first research question, RQ1.

Our correlational analysis showed that the access frequency to learning materials
is moderately positively correlated with the students’ final grades, which answers the
second research question, RQ2. The results align with previous research, indicating that
frequent access to web-based course materials leads to high performance in terms of
course grades [2].

To answer RQ3, we compared the frequency of access to learning materials and the
final grades of the students in the four experimental groups. The results reveal that the
students in the competition and social comparison groups demonstrated a significant
increase in their views of learning materials compared to that of the social learning and
control groups. The access frequency of these groups increased during the intervention
compared to the weeks before introducing it. Incorporating the visualizations imple-
menting the three persuasive strategies into the learning system motivated the students
to compare and compete with their peers, translating into comparison and competition
in their use of the learning resources and leading to a better performance in the final
exam. The results are in line with social learning [9], competition, and social compari-
son theories [10], which suggest that people model their behaviour based on observable
information. They seek opportunities to compete with others and engage in upward
social comparison with better performing peers (role models) to improve themselves.
This finding is consistent with previous research, which indicates that upward social
comparison influences students’ learning positively [10].

There was no significant difference between the viewing patterns of the competition
and social comparison groups, but their academic performance revealed a significant
difference. This may be because students have other means of learning outside of the
system. The learning management system whose access logs we analyzed was just one
of the many tools to aid learning, so the difference in academic performance might not
be solely attributed to our intervention. Nevertheless, in comparing the three socially-
oriented strategies, our analysis has shown that competition and social comparison most
effectively promoted frequent access to learningmaterials and correlate with higher final
grades. This implies that competition and upward social comparison should be preferred
in the design of learning systems to improve their efficiency.

5 Conclusion

This study investigated the influence of three socially-oriented persuasive strategies
on students’ access to learning materials and performance. Understanding how online
learning technology affects students’ learning behaviour and performance has been the
focus of research in computers and education. In this study, we analyzed system logs of
628 students that used a learning management system in accessing learning resources
for a biology course in a blended learning system to find out if incorporating persua-
sive social visualizations affect the students’ engagement with the learning materials
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in terms of access frequency and their performance in terms of their final grades. The
results revealed that the introduction of persuasive visualizations in the learning system
increased students’ access to the learning resources. Secondly, the increased access to
learning resources influenced by the persuasive visualizations implementing the compe-
tition and social comparison strategies contributed to improved academic performance.
Finally, these results suggest important advantages in supplementing online learning
systems with the three persuasive strategies investigated in this research.
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Abstract. With the experiment that we outline in this paper, we have had the
ambition to pave the way for addressing the problem of supporting, enhancing and
measuring collective AND informal learning, in particular serendipity. We want
to support a new type of free navigation on Web resources (Documents, Topics,
Events and Agents – human and artificial -) that is driven by the learner’s current
needs and the preferences of the community of trust chosen by the learner, not by
external actors. The experiment exploits the ViewpointSWeb Application (VWA)
prototype, that restructures a private version of a subset of the Web according to
personalized choices in order to determine distances/proximities among resources.
The process allows to enable, empower and measure the influence of members of
the community of trust of the learner, on the learner’s choices when navigating in
search of THE resources corresponding to THE immediate need, goal, strategy,
wish. In the following, we will outline: 1. the rationale of our efforts and 2. the
user’s reactions during the phase of -formal and informal- learning the functions
and use of the prototypical software environment VWA, i.e.: a proof of concept
for VWA.

Keywords: Learning as a side effect of interactions · Collaborative and group
learning · Personalized and adaptive learning environments · Recommender
systems for learning

1 Introduction

Since a number of years,wework on amodel, an approach, a paradigmcalledViewpointS
[1–6]. Recently,we also developed a system, calledVWA(ViewpointSWebApplication)
than embodies the principles of the ViewpointS paradigm.

After a preliminary study concernedwith the collaborative construction of ontologies
[7], we have decided that simpler principles may better serve the process of structuring
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Information in order to usefully retrieve it when knowledge is needed, in particular
through interactions with peers.

We have assumed that the Web consists of four types of resources: Agents (human
and artificial, i.e.: event-driven software programs), documents, topics and events. As
examples: two authors may bemore or less «professionally distant»; but also an author is
more proximal to his/her own papers (documents) as to someone else’s; to his/her topics
of interest; a sub-topic is more proximal to its super-topic as two totally distinguished
topics; similarly: a Conference - an event - is more proximal to its topics as to other ones.
You may compute proximities/distances in various ways building a kind of «spatial,
geographic representation» of the world, governed by distances in a graph.

In our approach, these distances are directly influenced by the community of trust,
rather than by other “logical, algorithmic” rules, such as those adopted in numerous
previous works typical of various kinds of recommender systems based on the Semantic
Web [8–12]. This community of trust iswhatwe consider the origin of collectivewisdom,
contributing to the personalization of the graph and thus the corpus of resources accessed
by the user.We have basically adopted the recommendation [13] “that the combination of
visualization and recommendation techniques to empower users with actionable knowl-
edge to become an active and responsible part-taker in the recommending process,
instead of being the typical passive provider of just personal preferences and social
connections” is a necessary, even if perhaps not sufficient, condition for the personal-
ization of informational processes. We have interpreted this vision as an encouraging
mandate towards the integration of collective human and artificial intelligence. Further,
we have also capitalized (see e.g.: [1, 6]) from the [14] that “new user-centric directions
for evaluating new emerging aspects in recommender systems, such as serendipity of
recommendations, are required.”

For us, this approachmay represent a disruptive change of paradigm inmany relevant
processes of construction and access to Information (and thereforeKnowledge) including
the most relevant side effect: human informal learning. It is for us a strong assumption
that “proximity” is a property known to facilitate learning [15] under the condition that
proximity of resources depends on the dynamic behavior of the community of trust
chosen by the learner. We are at the same time aware that the challenge we have adopted
years ago is not yet demonstrated.

We have started to experiment VWA with a small but significant number of users.
In this experiment we may distinguish two aspects: the user’s (or learner’s) reactions to
the “new tool” during an indispensable initial phase of training and the effects of the
new tool concerning understanding, discovering, learning using the new tool: informal
learning [16] and social learning in a knowledge domain. Social learning consists of
a kind of collective intelligence, where “collective intelligence suggests that in certain
settings, a group is better able to solve difficult problems than an individual working
alone” (see, for instance [17] in the crucial domain ofmedicine, or – evenmore generally:
[18]). Notice that informal learning, even if it has no explicit learning objective, requires
anyhow to solve the difficult problem that one should finally learn.

While the generic effects of VWA on informal and collective learning are described
in another paper [19], the learner’s reactions to the new tool (components, functions and
use) are shortly described in this contribution.
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An instance of context that seems to us relevant is offered by the compilation of a
state of the art on some new, cross disciplinary research domain (e.g.: in translational
research): it is evident that each researcher has his/her own preferences for collaborative
filtering of too many and differently useful items, and that the best advisors are the
human members of the trusted community of peers that (s)he has chosen.

2 Three Degrees of Personalization Supporting Sovereignty

In this section we outline the applicability of our approach to the goal as stated in the
title, leaving details of the architecture and the algorithms to other contributions that
have been quoted in the introduction.

The ViewpointS model relies on two concepts: resources and viewpoints. The
resources are ‘Human Agents’, ‘Documents’, ‘Topics’, and ‘Events’. ‘Topics’ may be
keywords or short expressions aimed at describing other resources. Each viewpoint is a
connection between two resources established by a ‘Human Agent’ (or alternatively by
an ‘Artificial Agent’). Both resources and viewpoints can be either extracted from the
Web, or directly created by Human Agents. The viewpoints can be of five types; in this
experiment, we concentrate on the two most important types: ‘factual’ and ‘subjective’.
A factual viewpoint means that the semantics linking the two resources can be checked
by others, e.g.: when a ‘Human Agent’ is the author of a ‘Document’ or when a ‘Human
Agent’ participates to an ‘Event’. A subjective viewpoint means that the link indicates
an emotion, an opinion or a belief of the emitter of the viewpoint, e.g.: when a ‘Human
Agent’ likes a ‘Document’ or believes a ‘Document’ is relevant with respect to a ‘Topic’.
The bipartite graph consisting of resources connected by viewpoints is calledKnowledge
Graph (KG).

Since this graph is too complex to be interpreted by humans, it is locally transformed
in the neighborhood of a target resource,whenever a user is searching information, into a
Knowledge Map (KM). This transformation is automatic and goes through the following
process: i) the user chooses a perspective by choosing the respective strengths of the
‘factual’ versus the ‘subjective’ viewpoints (the rule may be more complex), ii) the
viewpoints connecting the pairs of resources are valued and aggregated into ‘synapses’
reflecting proximities and iii) the labels indicating distances (inverse from the synapses
strengths) appear on the KM edges between resources. The KG- > KM transformation
is dynamic: whenever a member of the community updates the KG, the various KMs
computed for the other members are impacted.

Figure 1 illustrates a KM computed around the neighborhood of the resource “topo
uno”. The distances labeling the edges of theKM in the right part are SP-distances (short-
est path distances). In the central part, the tabular view recapitulates the SP-distances
andK-distances (pseudo-distances taking into account themultiplicity of possible paths)
between each resource and the target “topo uno”.

In the current experiment, the only Agents that produce resources and viewpoints
are the Human Agents. This is a temporary simplification: artificial Agents may fruit-
fully produce many more useful resources and viewpoints in subsequent applications
of VWA by activating softbots instructed to reason on Web resources. This aspect of
our model enables us to declare that our approach is synergic and complementary with
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Fig. 1. The ViewpointS paradigm: 1. resources and viewpoints are stored in the KG (upper left),
2. a user chooses a perspective (down left) and searches for a resource (e.g.: “topo uno”), 3. a KM
is computed in the neighborhood of “topo uno” and 4. this KM is displayed both in a table view
(center) and in graphical view (right).

other ones available in the literature. The main differences with other models of access
to Information (e.g.: Google) are:

i. the whole set of resources available on theWeb is exploited in order to build a subset
of “relevant and trusted” resources, organized in a bipartite graph called Knowl-
edgeGraph (KG). Notice that Agents (Human orArtificial) are first class resources
in ViewpointS, in the same way as Documents or Topics or Events. The process of
selection of resources by qualified Agents offers a first degree of personalization;

ii. the User (or Learner) does not navigate on the KG, rather on a transformed graph,
calledKnowledgeMap (KM) that is built dynamically -by means of a MapReduce
transformation- according to a set of preferences (called a “perspective”) chosen
by the Learner; viewpoints are weighted according to the preferences and then
aggregated in binary links called “synapses” (adopting the metaphor of the brain
[5]). The choice of preferences by Users offers a second degree of personalization;

iii. the Learner may share with a community of trust (a group) the same KG in such
a way that other Agents may contribute (dynamically) with new resources and/or
new viewpoints, leading to the strengthening or weakening of synapses. The “col-
lective behavior/wisdom” offers a third degree of personalization which engages
the collective rather than the individuals.

3 VWA (ViewpointS Web Application): The SandBox Experiment

The process of learning “how to use” a new tool is not simple, for several reasons.
The main problem is that if the tool is really new, it represents functionalities that are
previously neither conceived nor acquired or mastered by the learner. Therefore, in order
to expose our subjects to the “concepts” of the Information processes envisaged by the
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ViewpointS model, we designed and exploited a “SandBox” where we have invited our
subjects to follow us in a first introduction on “concepts and essential procedures”.

In the “SandBox” tutorial experiment we have tried to teach Users-Learners to feed
Data (e.g.: documents and topics) to VWA and to structure the Information necessary
for VWA in order to answer a query (i.e.: to add viewpoints). The challenges were
multiple: i) to keep Users within a pro-active learning process, ii) to introduce Users
progressively to the various features and functionalities of the prototype while leaving
them discovering it at their own pace, iii) to record and assess their positive but also
their negative reactions to the learning environment, and particularly to verify their
acceptance and preferences with respect to the main innovation of VWA.

AnyUser enteringVWAimmediately becomes a resourceof the type ‘HumanAgent”
and, as such, will appear both in the tabular view and the graphical view of the KM as a
blue node.All the learning resources are hosted by theKG“SandBox”. The three learning
modules respectively named “topo uno”, “topo dos” and “topo tres” are resources of
type ‘Event’; they aggregate resources of type ‘Document’: either videos or textual
pedagogical documents. The three learning modules which introduce the ViewpointS
paradigm are sketched hereafter:

Learning module n°1: discovering the environment.Users are firstly invited to listen
to a 4′30′′ clip presenting the ViewpointS model, then to follow a clip teaching them
how to connect themselves to a learning module;

Learning module n°2: the basics for proactivity. Users are taught how to create a
new resource, how to connect two resources (a viewpoint), and finally how to connect a
preview, i.e.: an image intended to give a hint before opening the resource;

Learning module n°3: understanding the underlying processes. Users are explained
the importance of the “perspective”, they go through the notions of “SP-distance” and “K-
distance”; they learn how to emit reactive viewpoints and finally discover how “shortcut
viewpoints” enhance serendipity [see, e.g.: 1, 6].

The educational paths followed by the Users are hosted by the KG “SandBox” as
well. As soon as a User has read (or listened to) the documents linked to a module, (s)he
is asked to establish a connection, i.e. to emit a factual viewpoint, between him/her and
the correspondingmodule. This appears in Fig. 2which is the view of theKG “SandBox”
taken at the end of the process: the 36 participants (blue nodes) are connected to the three
modules (orange nodes) which aggregate a Glossary and the 9 pedagogical documents
(green nodes).

The pedagogy of the VWA SandBox intertwines therefore three learning modes: i)
learning through documents, i.e.: “classical” knowledge acquisition through resources,
ii) learning by doing, i.e.: creating resources and viewpoints and iii) participating to
collective learning by reshaping the KMs browsed by the others.

Among the 55 initial volunteers, 36 people actually took the time to go through the
three modules, as illustrated in Fig. 2, despite the heavy time schedules and constraints
of the autumn 2020. This could be interpreted as a relative success with respect to the
challenge of keeping users within a pro-active learning process.

Figure 3 illustrates this proactivity; in themiddle of theKM,wecan seeUsers (Human
Agents) subjectively connected to the ‘Documents’ they have appreciated. Note that the
chosen perspective (‘subjective’ only) is orthogonal to the perspective of Fig. 2 (‘factual’
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Fig. 2. A view on the three learning modules in the SandBox (resource type = “Event”; colour
= orange), the 10 documents linked to them (resource type = “Numeric Document”; colour =
green), and the 36 active Users (resource type = “Human Agent”; colour = blue). The chosen
perspective selects the factual connections and discards the subjective ones. (Color figure online)

only) so that the map illustrates opinions about the content rather than participation in
the modules.

Fig. 3. A view illustrating the proactivity of the participants. The chosen perspective selects the
subjective connections and discards the factual ones.

Assessment of the Learning Modules. Almost all participants acknowledged clarity of
the pedagogical documents and easiness in the progression.

Assessment of the VWA Environment. The participants had been firstly invited to con-
tribute with free comments to a specific ‘Topic’ named “Feedbacks about the SandBox
experiment”. These comments pointed out several points concerning the environment:
a. some users were disappointed not to be able to suppress viewpoints they had created;
b. most users observed difficulties in exploiting the KM as soon as it became dense;
c. several users asked for a “global view” of the whole KG, c. several users asked for
special means to find back the resources created by themselves; d. one user asked for a
special feature allowing the batch import of documents; e. one user asked for a shortcut
grouping the actions of creating a new resource AND connecting it to an existing one; f.
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several users asked for a special feature facilitating contextualized comments on existing
resources. In addition to those free comments, the participants were asked to rate from
1 (worst) to 5 (best) the two alternative views on the KM (tabular and graphical). This
survey led to the following: tabular view: mean rating = 2,2; standard deviation = 0,80;
graphical view: mean rating = 4,1; standard deviation = 0,53.

4 Conclusion

We make reference to [20] in order to qualify our SandBox experiment as a proof of
concept of several rather radical changes in the collective construction and retrieval of
knowledge. Referring to the goal of this paper indicated by its title, we believe to have
proved several concepts: 1. Users exploit the graph representation with relative ease and
increasing interest; 2. the proximity introduced by “synapses” in the KM is a useful
means for aggregating resources and influencing the Users’ navigation; 3. the three
levels of personalization favor not only the trust of Users, but also their protection from
external undesired influences (sovereignty); 4. the exploitation of collective wisdom by
a trusted community allows to privilege shared values, interests, goals and knowledge;
5. learning the use of VWA in the SandBox has been a relative success, even if many
suggested improvements of the current VWA platform will require to engage significant
energy in the months to come.
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Abstract. In this study we built a deep-learning model based on EEG data to
recognize the confusion of the player. The model was constructed from the EEG
data of 20 participants and their confusion measured using a camera-based emo-
tion recognition system (Facereader 7.1) while playing adventure 3D game. We
asked the participants to identify their emotions while playing the game using a
menu always displayed in the interface. This paper presents a confusion recogni-
tion model based on EEG features that can be used in levels of confusion detec-
tion. Results show that we can detect the level of confusion with high accuracy
(94.8% accuracy for four confusion levels).We discussed about our results and the
potential applications of such model (for entertainment or education purposes…).

Keywords: Confusion · Games · Physiological data · EEG · AI models

1 Introduction

In different situations, especially in learning [1], people can experience the emotion of
confusion. There is a variety of educational games ranging from immersive, 3D virtual
worlds [2] to puzzle games [3] that generate confusion. The learning experience is
influenced by the learner’s emotions. For example, when a learner is confused, he can
make erroneous decisions, bad performance and finally disengage.

In fact, confusion under certain level may favorize engagement, but it may lead to
frustration and boredom if there is more confusion and no understanding. The confusion
can lead to frustration or boredom [4]. Especially for peoplewith dementia [5], confusion
is more observable since the decline of their cognitive abilities. So, the earlier the source
of confusion is identified, the more efficient the treat or the help for them. Therefore, in
many situations it is important to detect confusion, for example in car driving confusion
can lead to accident [6].

Therefore, we conducted an experiment on 20 participants playing an open space 3D
game that generates confusion when they get lost. We recorded their facial expressions
and the EEG signals. Our hypothesis is that we can create an effective EEG-based
model to detect four levels of confusion (from not confused to very confused). To train
our model, we used the EEG signals as input and the levels of confusion extracted from
facial expressions with FaceReader 7.1 as output. The Facereader program provides
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objective results because facial expressions measures are based on the standardized
Facial Action System (FACS) [7]. Each expression corresponds to a certain pattern of
ActionUnits (facial musclemovement). Therefore, a trainedmodel on classes that derive
from these facial expressions measures provides objective results that are independent
from the game environment. So, the generatedmodelwill be able to predict the confusion
level only from EEG signal and can be used in different environments like e-learning
context and VR/AR systems without any further training to the new environment. The
generated model is very useful in VR/AR situation where the user’s face is hidden with
a VR headset and the use of the camera is impossible, so we use the EEG data to detect
the confusion.

2 Confusion Recognition

There are different studies about confusion detection using EEG signals, but they deal
with binary classification (2 classes: no-confusion/confusion). In the medical field, a
study [8] used electroencephalography (EEG) to identify fluctuating confusion with
patients with dementia. In the Educational field, an affective model with several emotion
categories (boredom, confusion, engagement, and frustration) was build with EEG data
from sessions on amodified version of theWisconsinCard Sorting Test [9]. The accuracy
of the confusion classifier was less than 50%. Other study [10] used a one-channelMind-
Set EEG headset to detect confusion in ten adults watching videos of Massive Open
Online Courses. The best classifier achieved 57% accuracy. The authors [10] have used
this dataset in more recent article [11] with a Bidirectional Long Short-Term Memory
(Bi-LSTM)neuralmodel that achieved 75%accuracy.Other studies have been conducted
to detect confusion by combining EEG signals with audio-visual sources. For example,
the Sedmid model [12] detects confusion by combing EEG with video features with an
accuracy of 87.8%.

In this study, we build a model that corresponds EEG signals with facial expressions
data to detect confusion precisely and objectively. Facial expressions could be measured
by facial EMG (Electromyography). However, this method is more intrusive compared
to camera based Facial expression system, because of the use of electrodes placed on the
face of the participant to measure his facial muscles activities (EMG). With our EEG-
based confusion detection model, we not only predict whether an individual is confused
or not but also his level of confusion. We obtained the confusion with multinomial
classification (multiclass: no confusion, low, medium and high confusion).

3 Experimental Settings

3.1 Equipment

iMotions
iMotions is a platform for multi-modal studies that ensures equipment synchronization.
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Here, we wanted the synchronization of the facial units from the webcam and the EEG
signals.

Emotiv Epoc
The Emotiv Epoc headset comprises 16 electrodes (14 channels and 2 references behind
the ears). The electrodes are positioned according to the international 10–20 system at
AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4. The EEG signals are in
µVolt with a sampling rate of 128 samples/s and frequencies’ range between 0.2–45 Hz.

FaceReader 7.1
FaceReader 7.1 program recognizes besides the seven facial expressions of primary
emotion, three secondary emotions (confusion, boredom, and interest) using real-time
frame-by-frame analysis of the user’s face via a webcam-based on face muscles move-
ment. Facereader’s resulted file includes the following emotion categories with values
between 0 and 1: neutral, happy, anger, sadness, surprise, fear, disgust, arousal, con-
fusion, boredom, and interest. FaceReader also provides the valence, which indicates
whether the person is in a negative or positive emotional state. The valence values are
between −1 and 1. In this study, we focused only on confusion data.

3.2 Experimental Protocol

We recruited Twenty undergraduate students (7 women, 13 men) from the computer
science Department of the University of Montreal to participate in our experiment. They
ranged in age from 21 to 35 years old. Twenty percent of them reported themselves as
“gamers”. As this research study was approved by the ethical comity, all participants
signed a consent form before beginning the experiment. Then the experimenter had
the participants sit on a chair and checked the chair so that they maintained a good
view on the computer screen. Then the experimenter setup the Emotiv Epoc and started
the iMotions software to ensure the synchronization of the EEG with the webcam.
Prior to the participants playing, the experimenter checked the contact quality of the
EEG electrodes. Once the participant finished playing, he gets compensated $20 for
participation and debriefed at the end. The experiment session took approximately one
hour. After each session, we collected the synchronized data (face recordings and EEG
signals). We passed the participant’s face video to Facereader 7.1 software to extract
emotional values.

3.3 Danger Island Game

The environment Danger Island (Fig. 1) is an adventure game where the player encoun-
ters a lot of enemies (zombies, wild animals, and machine guns). The player’s mission
is to find fuel cans and go back to a helicopter to escape the island. Player has to find
orientation within the game and may experience confusion and frustration to find their
way. The game’s difficulty level depends on the player’s category (gamer/non-gamer)
selected in the game’s start menu.
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Fig. 1. Danger island environment

During the game session, the user was invited to select his actual emotional state
among 12 emotions categories1 in the upper right corner menu. These choices are
recorded in the log file with the current time to be analyzed later.
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Fig. 2. The average of reported confusion during game session by player’s category and gender

The figure above (Fig. 2) illustrates the average self-reported confusion by player’s
category and gender. We can note that female non-gamers in average experienced more
confusion than male gamers and non-gamers.

4 Method

4.1 Building Dataset

The Input EEG Signals
For eachparticipant,weobtained aCSVfile from iMotionswith a sample rate of 128 sam-
ples/s for all 14 EEG electrodes (Fig. 3). Finally, after extracting all the values from the
CSV files, the size of the inputs of EEG data was 28057 × 14 × 128.

1 Self-report’s emotion categories: Confusion, Surprise, Frustration, Fear, Boredom, Sadness,
Anger, Engagement, Flow, Excitement, Joy and Calm.
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Fig. 3. A sample file containing the EEG signals

The Output Labels Obtained with FaceReader
The second step was to use videos of participants’ faces with FaceReader 7.1 to get
confusion values for the whole game sessions. We developed a java program that took
our 14first-in-first-out queues of size 128 asmobilewindowsof 1 s ofEEGdata fromeach
electrode (eachwindow contained 128 samples). For each FaceReader frame time (every
1/6 s), the program recorded in a separate CSV file: the content of each EEG windows,
the confusion intensity value (between 0 and 1) and the corresponding confusion level
(no confusion [0, 0.2], low [0.2, 0.4], medium [0.4, 0.6] and high level of confusion [0.6,
1]). The Fig. 4 illustrates the entire experimental settings designed for the construction
of our dataset for EEG-based confusion recognition. At the end we obtained one second
of EEG signals (vector of size 14 × 128) associated to one level of confusion.

Fig. 4. Experimental settings and data extraction

4.2 Models Training

We trained three models for multinomial classification (multiclass): a support vector
memory (SVM), K-nearest neighbors (KNN) and a long short-term memory (LSTM).
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We split the data into 3 sets: 60% train set, 20% validation set, and 20% test set. Because
we had computational limits, and cross-validation proved to be too time-consuming.

SVM
We first used a support vector machine (SVM) because it is very popular in BCI appli-
cations [13] and its robustness against non-linear data. Moreover, it is efficient in high
dimensional space. The SVM algorithm uses a technique called kernel trick to transform
the data. It then separates the data according to their classes. For data that cannot be sep-
arated linearly, the kernel trick is used. We put the data in a space of higher dimensions
to make them linearly separable.

As SVM has a high training time complexity, we had to train our models with
a reduced number of features. We used sklearn.decomposition.PCA2 and set the
percentage of variance we wanted to keep on our data to 99%.

pca = PCA(n_components = 0.99, whiten = True)

X = pca.fit_transform(X )

PCA reduced the features from 1792 (14 × 128) to 49. We also reduced the size of
the dataset to 30% to speed up the process.

We used the sklearn.svm.SVC implementation of SVM. To tune the regularization
parameter C, the kernel and the kernel coefficient gamma we used the Grid Search. We
tested values for C between [0.01, 0.0001], values for the kernel between [poly degree
3, poly degree 4], values for gamma between [1, 100].

KNN
We chose KNN algorithm because it is fast in training and only has a few parameters to
tune (number of neighbors). KNN classifies a given data point according to the majority
of its k closest neighbors.

We used the sklearn’s KNN implementation (KNeighborsClassifier). To tune the
k hyperparameter, we used the class sklearn.model_selection.GridSearchCV. The Grid
Search tests a given set of values for each specifiedhyperparameter andgives the accuracy
of the model at each test. We tested values of k between 1 and 25.

LSTM
The long short-term memory (LSTM) neural network is often used with time series
[14] because of its memory capacity. Therefore, LSTM looked promising with our EEG
signals as it can learn over a sequence of events to predict the next one.

The first step of the LSTM is to decide which information in the previous memory
cell is not relevant so that it can be deleted. The next step is to choose among the new
incoming data xt , the relevant ones, and to store them in the memory C at timestamp
t. The last step is the selection of the necessary values in the memory according to the
desired result. The result is a filtered version of the memory. For example, in the case
of language, if the model has just seen a subject, it may want to select the relevant
information for a verb.
2 https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.PCA.html.

https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.PCA.html
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We used the tf.keras.layers.LSTM implementation of LSTM. To tune the number of
layers, the number of neurons, the batch size, and the number of epochs, we used the
Grid Search. We tested values for the number of hidden units between [50, 500], values
for the size of the batch between [128, 3000], values for the number of epochs between
[100, 300].

5 Results

In this final section, we compare the results of multiclass classification on validation set
with our SVM, KNN, and LSTM. We also compare our results on test set with those of
Yang et al. [12] which represent the state of the art for the binary classification of the
accuracy of confusion. We achieved all our results with a dataset split of 60/20/20 and
subset accuracy metrics.

We first evaluated our SVM model with different configurations of features, dataset
sizes, and hyperparameters as described in Table 1. The size of the dataset and the
choice of the kernel seem to be the most significant parameters for accuracy with the
SVMmodel. The kernel coefficient gamma has also allowed to improve the accuracy in
a consequent way. We had the best accuracy of 80.9% on the validation set, using the
EEG full dataset with a polynomial kernel of degree 3, gamma = 10 and C = 0.001. We
were limited by hardware limitations to test other configurations with the full dataset
and the EEG signals.

Table 1. Accuracy on validation set of SVM model

Features Dataset Kernel Gamma C Accuracy

PCA 49 features 30% of original poly, degree 3 1 0.001 64.0%

PCA 49 features 30% of original rbf 10 0.001 38.8%

PCA 49 features 30% of original poly, degree 3 10 0.001 69.0%

PCA 49 features 30% of original poly, degree 3 10, 100 0.01, 0.001 68.8%

PCA 49 features 30% of original poly, degree 3 10 0.0001 69.4%

PCA 49 features 30% of original poly, degree 3 10 0.00001 68.0%

PCA 49 features 30% of original poly, degree 4 10 0.0001 69.4%

PCA 49 features Full dataset poly, degree 3 10, 15, 100 0,0001, 0.001 78.9%

EEG signals Full dataset poly, degree 3 10 0,0001, 0.001 80.9%

We then switched to the KNN model, which had better time complexity allowing
us to use all the dataset and the original features. We tested the KNN model with the
Euclidean distance and a neighbor number between 1 and 25. As showed in Fig. 5,
1-NN obtained the best accuracy of 96.3% on the validation set. To make sure we did
not overfit, we take k = 5 ≈ log (number of samples) as recommended in statistics3,

3 https://stats.stackexchange.com/questions/384542/how-to-prevent-overfitting-with-knn.

https://stats.stackexchange.com/questions/384542/how-to-prevent-overfitting-with-knn
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we obtained 92.08% accuracy. We also did a 5-fold validation with k = 5 and obtained
89.27% accuracy. This indicates that the validation data has a high similarity with the
training data. The boundaries between the classes are also very explicit.

Fig. 5. Accuracy on validation set of KNN model for k between 1 and 25.

Table 2. Accuracy on validation set of LSTM model with EEG signals

Number of
neurons

Batch size Number of epochs Accuracy

50, 75 128 100 86.2%

75 2000 100 88.4%

100 2000 100 90.3%

200, 300 2000, 3000 100 93.1%

300 3000 100 93.4%

300 2000, 3000 200, 300 94.4%

350 2000 300 94.6%

360 2000 300 94.8%

400 2000 300 94.7%

500 2000 300 94.6%

We then trained an LSTM because the model is known for its performance with the
times series [15]. Another advantage is that it learns patterns from data on the contrary of
KNN that compute distances. We configured the number of neurons, the batch size, and
the number of epochs as showed in Table 2 The number of neurons and the number of
epochs seem to be the most significant parameters for accuracy with the LSTM model.

We got the best accuracy of 94.8% on the validation set, using 360 hidden units, a
batch of size 2000, and 300 epochs. Figure 6 shows the learning curve.

Finally, we tested our models on the test set and compared them with state-of-the-art
Yang et al. [12] (see Table 3). Our LSTM model exceeded state of the art and achieved
94.8% accuracy on the test set. Figure 7 shows its confusion matrix.
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Fig. 6. Learning curve with an LSTM model

Table 3. Overview of best classifiers accuracy on test set

Method Accuracy

Yang et. al. [12] 87.8%

Our SVM 81.9%

Our KNN 92.08%

Our LSTM 94.8%

Fig. 7. The LSTM confusion matrix on the test set

6 Discussion and Conclusion

Wewanted to see if we could predict four levels of confusion from not confused to highly
confused.We used FaceReader 7.1 to get the confusion labels, which, by analyzing facial
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expressions, gave accurate values at a high sampling rate. We could not continue tuning
our SVM because we had hardware constraints. The KNN and the LSTM algorithms
achieved high and close accuracy. The question then arises as to which one to choose.

KNN computes the distances and, therefore, does not find patterns in the data. The
only information KNN gives is that the training data form clusters and that the examples
of the same class are close in the feature space. KNN, therefore, requires representative
training samples because it cannot abstract and learn patterns. If the data is exposed to
certain transformations that change distances, KNN can lose its efficiency. Another of
its constraints is that it always needs all the data to make a new prediction. On the other
hand, neural networks learn patterns on the data. Thus, they can be more appropriate for
real-time data that may be isolated from the other clusters. In our case, the LSTMmodel
was faster to train. We believe that it will be an efficient model to detect confusion in
real-time afterward.

EEG headsets are becoming more popular [16] because they offer convenient design
for real situation, easy interconnexion with mobile devices and more accessible prices.
These devices are already used by players to control their games4 and enhance their
user experience. As these devices are beneficial5 in therapeutic and senior mental health
applications, they can fit in school to be used by students to monitor their mental per-
formance and give the teacher more insight about the mental and emotional state of his
class to adapt his pedagogical strategies and provide maximum understanding.

In conclusion, Confusion recognition is very important, particularly to effectively
adapt a system or a care to the user. This innovative study demonstrates the feasibility of
multiclass classification of confusion for four levels of intensity. In addition, our LSTM
model for classifying levels of confusion reached 94.8% accuracy. The results exceed
those of the state of the art. It would be interesting for a future study to analyze whether
confusion led to engagement or frustration and find a way to predict if confusion is likely
to have a positive or negative outcome. Another interesting aspect may be to develop a
model capable of predicting confusion in real-time.
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Abstract. Gamification is a popular method for enhancing learners’ motivation
and thereby strengthening learning efficiency. An example of gamification is the
leaderboard, namely an approach showing a ranking of students. Although leader-
boards are currently implemented in various domains, previous studies reported
that they are solely based on one student characteristic, such as grade. This paper
presents a sophisticated leaderboard showing a more reliable ranking of students.
This leaderboard is available to both instructors and learners; instructors can be
adequately informed by this ranking and redesign their teaching strategies, while
learners can be motivated by the ranking and try more to advance their knowledge.
The sophistication of this leaderboard lies in the employment of theWeighted Sum
Model (WSM), which is the best-knownmulti-criteria decision analysis technique
and responsible for evaluating a number of alternatives in terms of a number of
decision criteria. The input ofWSM ismultiple learners’ characteristics, including
current and previous knowledge, interaction time and frequency of misconcep-
tions, so that a more robust representation of students is achieved. Our presented
model was incorporated in an intelligent tutoring system for the computer pro-
gramming language C#, and the evaluation results show high accuracy in the
values of the leaderboard.

Keywords: Gamification · Intelligent Tutoring System · Leaderboard ·WSM

1 Introduction

To be adapted to the needs of 21st century and even more to the changes, provoked by
the COVID-19 pandemic, the field of education has had to be revamped and modified
based on the preferences and needs of learners [1]. As a result of the digital transition,
the lack of student participation in the educational software and the lack of motivation
to students to study have become a vital issue in contemporary education. It is in these
challenges that gamification can help the implementation of educational software [2].
Gamification refers to the inclusion of elements of the game, in a way not relevant to
the game itself. The field of gamification embodies features intended to encourage and
inspire the accomplishment of the mission of producing entertainment encounters and
growing involvement in particular tasks [3], aiming to advancing students’ cognitive
skills [4].
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In addition to badges and points, leaderboard is another example of themost common
gamification techniques that can cause various forms of interaction and can theoretically
connect to different performance in the development of skills and transfer of information
[5]. Since the leaderboard will have many possible targets, the user is encouraged to pur-
sue the target. In general, the leaderboard is a gamification technique that can represent
a list of competitors in a competition context. The player list is sorted with respect to a
metric, such as the highest to the lowest scores. It needs to be noted that this game sys-
tem encourages a competitive situation that allows players to equate their success with
others regarding a certain challenge or mission. There are at least three reasons why
leaderboards in various domains are so common and effective [6]. First of all, players of
varying ages are all familiar with the leaderboard idea. Second, the leaderboard makes it
transparent to participants that success and loss are exploited. Third, by exposing them
to social contrast, it ultimately motivates the player. There is no question, however, that
the use of the leaderboard is a traditional technique that can inspire the person to better
advance his/her knowledge.

Leaderboards can have great pedagogical potential [2, 3, 5], since they can motivate
students to try more to achieve higher grades. In the related literature, there have been
several efforts that explore the effect of leaderboards in the context of e-learning [1–12].
The results of these researches show that the students who could view the leaderboard
and could attain badges finally achieved higher scores than other students only in some
assignments. Also, leaderboards can provide a positive result which was related to the
overall time spent working on the assignment. It, also, allows competitions to be estab-
lished as a means to promote social interaction between users However, based on the
aforementioned literature, the list of players in a leaderboard is ordered regarding to one
variable, commonly such as highest to the lowest scores.

In view of the above, this paper presents a sophisticated leaderboard which cre-
ates a ranking of students, being available to instructors and learners; instructors can
be adequately informed by this ranking and redesign their strategy and learners can
be motivated by the ranking and try more to advance their knowledge. The sophistica-
tion of this leaderboard lies in the employment of the Weighted Sum Model (WSM),
which is the best known multi-criteria decision analysis (MCDA) evaluating a number
of alternatives in terms of a number of decision criteria. The input of WSM is multi-
ple learners’ characteristics, including current and previous knowledge, interaction time
and frequency of misconceptions, so that a more robust representation of students is
delivered. Our presented model was incorporated in an intelligent tutoring system for
the computer programming language C#, and its evaluation results show the accuracy
of the leaderboard.

2 Construction of the Automated Leaderboard

2.1 Learners’ Characteristics

For the construction of the automated leaderboard, the system takes into account the
following learners’ characteristics, which have been reported as important in the related
scientific literature [13–15]:
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• Grade (G): The grade of the students reflects their current knowledge level. It is the
average of the grades that a student has achieved in all the tests s/he has tried. This
characteristic can take values from 0 (lower) to 10 (higher).

• Previous knowledge level (PKL):Theprevious knowledge level reflects the knowledge
of the student that s/he has before the first interaction of the system. The previous
knowledge level takes values from 0 (lower) to 10 (higher) and is determined by a
preliminary test that a student takes prior to his/her interaction with the system.

• Interaction time (InT): This characteristic refers to the time that a student dedicates
to use the system. Interacting with the systems means spending time on studying
the educational material or taking an assessment. It derives from the log files of the
system and can take integer values showing the hours spent using the system per day
on average.

• Frequency of mistakes (FM): This characteristic refers to the frequent or repeated
errors which are made by a specific student. It derives from the log files of the system
and can take integer values showing the number of mistakes per test on average. Since
the domain knowledge of the system is the programming language C#, the mistakes
can be either syntax or logic.

2.2 WSM-Based Technique

TheWeighted SumModel (WSM) is a multi-criterion decision-makingmethod in which
there will be multiple alternatives and the best alternative has to be determined based on
multiple criteria.

In general, assume that a particularMCDAproblem hasm alternatives and n decision
criteria. Let us also presume that all of the criteria are benefit criteria, meaning that the
if there are higher values, better results can be achieved. Assume that wj represents the
criterion Cj’s relative weight of significance, and that aij is the performance value of
alternative Ai when compared to criterion Cj. Then, the total importance of alternative
Ai (i.e., when all the criteria are considered simultaneously), denoted as AWSM−score

i , is
defined as follows:

AWSM−score
i =

∑n

j=1
wjaij, for i = 1, 2, . . . ,m. (1)

For the maximization case, the best alternative is the one that yields the maximum
total performance value.

The weights can be dynamic and, in our approach, they have been determined by the
instructors. It needs to be noted that they can be altered in the tutoring of other domains.

3 Example of Operation

In this section, an example of operation is provided. We used data from 5 students
and we show the process of creating the final leaderboard based on their students’
characteristics and the weights given by the instructors. The data concern the instruction
of the undergraduate course of the programming language C#. Table 1 consists of the
characteristics of 5 students, including their grade, previous knowledge, interaction time
and frequency of mistakes.
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Table 1. Example of operation.

Student G PKL InT FM Performance Ranking

w1 w2 w3 w4

Sample Data set &
Deciding the
maximum value for
a beneficial
attribute and
minimum value for
non-beneficial
attribute

Student
1

8 (max) 5 4 (max) 1 (min)

Student
2

6 5 2 4

Student
3

7 5 2.5 2

Student
4

5.5 6 1.5 5

Student
5

6.5 7 (max) 3 3

Normalization &
the
Weight-Normalized
decision matrix

Student
1

1 0.7142 1 1

Student
2

0.75 0.7142 0.5 4

Student
3

0.875 0.7142 0.625 2

Student
4

0.6875 0.8571 0.375 5

Student
5

0.8125 1 0.75 3

Multiplying each
parameter with the
respective weights

Student
1

0.35 0.1853 0.25 0.15

Student
2

0.2625 0.17855 0.125 0.6

Student
3

0.30625 0.17855 0.15625 0.3

Student
4

0.240625 0.214275 0.09375 0.75

Student
5

0.284375 0.25 0.1875 0.45

Calculation of rank
of students for the
leaderboard

Student
1

0.35 0.1853 0.25 0.15 0.9353 5

Student
2

0.2625 0.17855 0.125 0.6 1.16605 3

Student
3

0.30625 0.17855 0.15625 0.3 0.94105 4

Student
4

0.240625 0.214275 0.09375 0.75 1.29865 1

Student
5

0.284375 0.25 0.1875 0.45 1.171875 2
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The weights of each characteristic have been assigned by the instructors, based on
their experience about the characteristics they consider important for student assess-
ment. In this example of operation, the weights are as follows: wgrade = 35% (w1),
wprevious_knowledge = 25% (w2), winteraction_time = 25% (w3) and wfrequency_of_mistakes =
15% (w4).

In Table 2, the beneficial and non-beneficial attributes are shown. Beneficial attribute
is one in which maximum values are desired. In our case, the grade, the previous knowl-
edge level and the interaction time are beneficial attributes as instructors expect the
students to have more of these attributes.

Non-beneficial attribute is one in which minimum values are desired. In our case,
the frequency of mistakes is a non-beneficial attribute. Instructors expect the students to
make less mistakes. In order to create the leadership by using Weighted Sum Method,
we need to firstly normalize the values of Table 1. For beneficial attributes, there is X=
x/xmax. For non-beneficial attributes, there is X = xmin/x.

Concluding, in the leaderboard the studentswill be appeared in the following ranking:
Student 4, Student 5, Student 2, Student 3, Student 1.

4 Evaluation

In order to maintain the efficiency and usefulness of the software, evaluation is the key.
In this case, the aim of the evaluation is to access the quality of the leaderboard by
instructors as well as students. To achieve this, the t-test was used in order to measure
the accuracy of the leaderboard in terms of the row of students. In our experiment,
20 university lecturers and 80 students participated. The university lecturers are in the
field of computer science and specifically computer programming and software and the
students are in the first year of their studies in a public university in the capital city of
the country. Both of them used the learning technology system for the tutoring of the
programming language C# during an academic semester and utilized the leaderboard.
The instructors wanted to check the progress of students while the students wanted to
check the ranking of the class.

For the experiment, we created two groups of instructors (Group 1 and Group 2) and
two groups of students (Group A and Group B). Groups 1 and 2 included 10 instructors
each while Groups A and B included 40 students each. Group 1 and Group A used our
proposed approach holding the sophisticated leaderboard, while Group 2 and Group B
used a leaderboard in which the ranking of students was solely based on their average
grade.

At the end of the academic semester, both groups were asked to rate the leaderboard
(ratings from lower 0 to higher 10). It needs to be noted that the main objective of the
instructors when checking the leaderboard was to gain a better understanding on the
progress of their students and see a more indicative and illustrative ranking of them.
Also, the main objective of the students when checking the leaderboard was to see
their progress in relation to the one of their classmates, so that they can advance their
knowledge through competition and noble rivalry. For the experiment, the alpha value
was 0.05 and we analyzed the p-values. Based on the results, for the null hypothesis:
“There is no difference between the two groups of instructors as well as the two groups
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of students” the t-Test rejects both hypotheses for the question “Rate the accuracy of the
leaderboard”. Thatmeans that there is statistical significance and the proposed automated
leaderboard is more qualitative than a simple leaderboard which is based on students’
average grade, according to the point of view of instructors and students.

Table 2. T-Test results.

t-Test: Two-Sample Assuming Equal Variances

Question to instructors Question to students

Group 1 Group 2 Group A Group B

Mean 9 7,2 8,175 7,35

Variance 0,444444 0,177778 0,814744 0,64359

Observations 10 10 40 40

Hypothesized Mean
Difference

0 0

df 15 77

t Stat 7,216054 4,320714

P(T <= t) one-tail 1,5E-06 2,3E-05

t Critical one-tail 1,75305 1,664885

P(T <= t) two-tail 2,99E-06 4,59E-05

t Critical two-tail 2,13145 1,991254

The above results were expected (Table 2). The presented approach, holding the
WSMtechnique for creating a leaderboard inwhich a ranking based onmultiple students’
characteristics is delivered, can have greater pedagogical potential since both instructors
and students can gain a better understanding of the progress of the whole class. As
such, instructors can have a proper idea of the ranking and progress of their class, while
students can see their place in the class ranking and try to advance their knowledge. On
the contrary, the leaderboard delivered toGroup 2 andGroupB lacked sophistication and
therefore it was not so qualitative and adequate to present the “real” ranking of students.

5 Conclusions and Future Work

This paper presents a novel sophisticated leaderboard for the users (learners and instruc-
tors) of an intelligent tutoring system; the domain to be taught is the computer program-
ming language C#. The leaderboards have significant pedagogical potential for learners
to try to advance their knowledge in a competitive environment and for instructors who
can gain a better understanding of their students and tailor their strategies to them. How-
ever, according to the related scientific literature, the leaderboards have been created
based solely on one students’ characteristic, such as grade. In this paper, we introduce a
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sophisticated leaderboard which is created using theWSM technique, consideringmulti-
ple students’ characteristics. As such, the leaderboard can better represent the cognitive
skills of students. This is also attested by the evaluation results which show that our
approach serves for a more accurate leaderboard.

Future steps include a more wide-range evaluation to further assess the accuracy of
our approach. Furthermore, it is our future plans to explore the possible incorporation
of other intelligent techniques for the development of a more robust leaderboard.

References

1. Troussas, C., Krouska, A., Sgouropoulou, C.: A novel teaching strategy through adaptive
learning activities for computer programming. IEEE Trans. Educ. (2020). https://doi.org/10.
1109/TE.2020.3012744

2. Garcia-Iruela, M., Hijón-Neira, R.: What perception do students have about the gamification
elements? IEEE Access 8, 134386–134392 (2020)

3. Romero-Rodríguez, L.M., Ramírez-Montoya, M.S., González, J.R.V.: Gamification in
MOOCs: engagement application test in energy sustainability courses. IEEE Access 7,
32093–32101 (2019)

4. Krouska, A., Troussas, C., Sgouropoulou, C.: A personalized brain-based quiz game for
improving students’ cognitive functions. In: Frasson, C., Bamidis, P., Vlamos, P. (eds.) BFAL
2020. LNCS (LNAI), vol. 12462, pp. 102–106. Springer, Cham (2020). https://doi.org/10.
1007/978-3-030-60735-7_11

5. Tejedor-García, C., Escudero-Mancebo, D., Cardeñoso-Payo, V., González-Ferreras, C.:
Using challenges to enhance a learning game for pronunciation training of English as a
second language. IEEE Access 8, 74250–74266 (2020)

6. Chernbumroong, S., Sureephong, P., Muangmoon, O.: The effect of leaderboard in different
goal-setting levels. In: 2017 International Conference on Digital Arts, Media and Technology
(ICDAMT), pp. 230–234. IEEE, Chiang Mai (2017)

7. de Pontes, R.G., Medeiros, K.H.M., Guerrero, D.D.S., de Figueiredo, J.C.A.: Analyzing
the impact of leaderboards in introductory programming courses’ short-length activities. In:
Frontiers in Education Conference (FIE), pp. 1–9. IEEE, San Jose, CA, USA (2018)

8. Landers, R.N.: Developing a theory of gamified learning: linking serious games and
gamification of learning. Simul. Gaming 45, 752–768 (2015)

9. Sisomboon,W., Phakdee, N., Denwattana, N.: Engaging and motivating developers by adopt-
ing scrum utilizing gamification. In: 4th International Conference on Information Technology
(InCIT), pp. 223–227. IEEE, Bangkok, Thailand (2019)

10. Ferianda,M.R., Herdiani, A., Sardi, I.L.: Increasing students interaction in distance education
using gamification. In: 6th International Conference on Information and Communication
Technology (ICoICT), pp. 125–129. IEEE, Bandung (2018)

11. Flores, R., Elvira, G., Guevara, S., Brenda, N.: Work in progress engaging professional com-
petencies through gamification. In: Global Engineering Education Conference (EDUCON),
pp. 1159–1163. IEEE, Porto, Portugal (2020)

12. Denden,M., Tlili, A., Essalmi, F., Jemni,M.: Students’ learning performance in a gamified and
self-determined learning environment. In: International Multi-Conference on: Organization
of Knowledge and Advanced Technologies (OCTA), pp. 1–5, IEEE, Tunis, Tunisia (2020)

13. Ortega-Alvarez, J.D., Sanchez, W., Magana, A.J.: Exploring undergraduate students’ com-
putational modeling abilities and conceptual understanding of electric circuits. IEEE Trans.
Educ. 61(3), 204–213 (2008)

https://doi.org/10.1109/TE.2020.3012744
https://doi.org/10.1007/978-3-030-60735-7_11


Representation of Generalized Human Cognitive Abilities 405

14. Troussas, C., Krouska, A., Sgouropoulou, C.: Collaboration and fuzzy-modeled personal-
ization for mobile game-based learning in higher education. Comput. Educ. 144, 103698
(2020)

15. Troussas, C., Krouska, A., Sgouropoulou, C., Voyiatzis, I.: Ensemble learning using fuzzy
weights to improve learning style identification for adapted instructional routines. Entropy
22(7), 735 (2020)



Learning and Gamification Dashboards:
A Mixed-Method Study with Teachers
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Abstract. Previous studies have investigated the provision of students’
relevant data, usually available in intuitive dashboards, to assist teach-
ers in pedagogical decision-making in learning systems. Researchers are
also interested in investigating how students’ interaction data with gam-
ification elements improve teachers’ understanding of students’ status
and helps students with adequate pedagogical recommendations. How-
ever, there is a lack of understanding of how teachers perceive data
visualizations provided through dashboards recently explored in gami-
fied educational systems. In this paper, the authors investigate teachers’
perceptions about three different dashboards with visualizations about
1) students’ interaction with learning resources, 2) students’ interac-
tion with gamification elements, and 3) students’ interaction with learn-
ing resources and gamification elements. As such, the researchers con-
ducted a mixed-method study with 47 teachers to evaluate their per-
ceived understanding, perceived usefulness, perceived behavioral change,
and perceived decision-making support regarding the three dashboards.
The results suggest teachers perceived that the dashboard with visu-
alizations concerning students’ interaction with learning resources and
gamification elements provide better support to them in the decision-
making process. Teachers also perceived the third dashboard has a more
significant potential to impact behavioral changes than the other two
dashboards.

Keywords: Learning analytics · Gamification analytics · Data
visualization · Teachers · Pedagogical decision-making · Adaptive
learning systems

1 Introduction

Innovations in technologies-enhanced learning context are revolutionizing edu-
cation and, hence, transforming teachers’ role, requiring them to be more tech-
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nologically oriented [1,16]. Teachers’ active participation in the technologies-
enhanced learning context is essential to educational success [13,27]. However,
the lack of teacher’s educational technologies’ involvement is one of the most
significant barriers to access to digital learning in education [13]. Even artificial
intelligence-enhanced educational systems that offer content in a personalized
way (e.g., intelligent tutoring systems)[10], potentially substituting teachers’ pri-
mary role of instruction, face barriers as the low rate of adoption and use due
to the lack of support for teachers[15,21].

Researchers and practitioners are increasingly concerned in supporting teach-
ers integrating educational technologies into their pedagogy to obtain academic
success, putting teachers at the frontline of education instead of replacing them
in the intelligent tutoring systems context [5,7]. Previous research suggests that
teachers should participate in all intelligent tutoring systems life-cycle stages
[6]. For instance, in the pre-instruction, researchers are enabling teachers to
design educational technologies, delivering a personalized environment to their
students [4]. During instruction, students’ interaction data may help the teacher’s
decision-making process [2,18,22], allowing them to visualize data related to stu-
dents’ performance and progress over time [14]. Therefore, when students’ under-
standing is not progressing as expected, teachers intervene through pedagogical
actions [14]. In the post-instruction phase, teachers could re-design curricula,
add new learning resources, change existing features in the educational system,
etc. [4].

In a novel perspective, previous studies have investigated how learning and
gamification analytics could help teachers during the instruction phase in gami-
fied adaptive educational environments [24–26]. These studies explored how the
provision of students’ interaction with learning resources and gamification ele-
ments data may increase teachers’ awareness and how this gamification analytics
approach could impact students’ outcomes. According to these previous stud-
ies’ empirical results, gamification analytics may help avoid unexpected effects
regarding students’ engagement, learning, and motivation in the gamified envi-
ronments [24–26]. However, there is a lack of a more profound understanding of
how teachers perceive different dashboards, including learning and gamification
dashboards. This type of research could be relevant because it may help design
more straightforward approaches to support teachers’ decision-making, consid-
ering both students’ learning and gamification data in the context of gamified
adaptive educational systems [19,25].

Therefore, this paper extends these studies to evaluate teachers’ perceptions
concerning different types of dashboards. This research was conducted with 47
teachers with different backgrounds, in which they evaluated three types of dash-
boards with students’ information retrieved from a gamified adaptive learning
system. The first dashboard provides only information regarding students’ inter-
action with learning resources. The second dashboard provides only informa-
tion regarding students’ interaction with gamification elements. The third one
includes information regarding both interactions. We aim to investigate how



408 K. Tenório et al.

teachers perceive these dashboards regarding understanding level, usefulness,
behavioral changes, and perception about decision-making support.

The remainder of this paper is structured as follows. Section 2 discusses
the related works. The authors explain the experiment conduction in Sect. 3.
Section 4 describes the quantitative and qualitative results obtained after the
experiment’s conduction with teachers. Finally, in Sect. 5, the authors discuss
this research’s main results and depict this work’s concluding remarks.

2 Related Works

Learning analytics, defined by the 1st International Conference on Learning Ana-
lytics and Knowledge, is “the measurement, collection, analysis, and reporting
of data about learners and their contexts, for purposes of understanding and
optimizing learning and the environments in which it occurs” [11]. Learning
analytics is a research field that emerged based on previous related areas such as
academic analytics and educational data mining and recently received growing
attention from educational researchers and practitioners [9]. Previous studies
have investigated processing, analyzing, and displaying students’ learning data
in a meaningful way to assist teachers in their decision-making process in gam-
ified education systems based on learning analytics research [7,12,18]. Recent
studies have pointed out the effectiveness of the provision of students’ learning
data through learning analytics to aid teachers in their decision-making process
in gamified learning systems [12,18].

More recent gamification studies in the education research field have been
exploring the use of students’ data interaction with gamification elements to
increase teachers’ awareness about students’ status, based on research in gam-
ification analytics [17,24–26,28]. Gamification analytics, defined by Heilbrunn,
Herzig, and Schill, is the “data-driven processes of monitoring and adapting
gamification designs” [8]. In the educational context, the provision of students’
data interaction with gamification elements has been pointed out as a promising
approach to support teachers’ decision-making process during learning systems
[17,24,26,28]. However, to the best of our knowledge, there are no studies in the
literature investigating the difference between the teachers’ perception regarding
visualizations that present students’ interaction data with learning resources and
visualizations that offer students’ interaction data with gamification elements.

3 Experiment

This section presents the materials and methods used in our study, highlighting
our hypotheses, instrumentation, research questions, and the independent and
dependent variables. Moreover, we also describe the data analysis method we
are using in this research.
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3.1 Materials and Methods

As previously explained, in this work, we evaluate how teachers perceive different
types of dashboards in gamified learning systems. The detailed visualizations
available in each dashboard are described below and shown in Fig. 1.

Dashboard 1 - Students’ Interaction with Learning Resources: The
following visualizations are provided for teachers in dashboard 1, as seen in
Fig. 1: the number of students registered for the course; the expected period
for mastering a specific topic in the course; the total number of students who
have mastered a topic; class’ progress over time concerning the interaction with
learning resources; the number and names of students who have mastered the
topic or not; the number and names of students who interacted (with or without
success) or did not interact with each learning resource of a topic.

Dashboard 2 - Students’ Interaction with Gamification Elements: The
following visualizations are provided for teachers in dashboard 2, as seen in Fig. 1:
the number of students registered for the course; the average of the students’
gamified points in the system; the total number of students who have mastered a
topic; class’ progress over time concerning the interaction with learning resources
and markings in the charts to show when the teacher created missions; the
number and names of students who are at each gamification level; the number
and names of students who reached, did not reach or did not attempt to perform
each mission created by the teacher during the learning process.

Dashboard 3 - Students’ Interaction with Learning Resources and
Gamification Elements: The following visualizations are provided for teach-
ers in dashboard 3, as seen in Fig. 1: the number of students registered in the
course; the expected period for mastering a topic of the course; the total number
of students who have mastered a specific topic; class’ progress over time concern-
ing the interaction with learning resources and markings in the charts to show
when the teacher created missions; the number and names of students who have
mastered the topic or not; the number and names of students who interacted
(with or without success), or did not interact with the learning resources; the
number and names of students who are at each gamification level; the num-
ber and names of students who reached, did not reach or did not attempt to
accomplish each mission created by the teacher during the learning process.
This dashboard unites the visualizations present in the previous dashboards.

The researchers conducted a mixed-method study (quantitative and qual-
itative research) with an online instrument’s support. The authors developed
the online tool and interactive dashboards using HTML/CSS, React JS, High-
charts JS, and Node JS technologies. The dashboards were connected with a
gamified adaptive learning system (game elements implemented: points, levels,
and missions), so the data showed in these dashboards were retrieved from a
real environment. Teachers, recruited by e-mail, read the informed consent form,
answered the demographic questionnaire, and watched a video tutorial to under-
stand this research. After that, teachers visualized and interacted with the three
dashboards in random order – the system randomly presented the dashboard
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Fig. 1. Overview of the dashboards evaluated: (1) the dashboard that presents data
related to students’ interaction with learning resources; (2) the dashboard that shows
data related to students’ interaction with gamification elements; (3) The dashboard
that shows information about both interactions.
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sequence to teachers to avoid maturation bias. After viewing each dashboard,
teachers answered a questionnaire with nine multiple-choice questions (using a
7-point Likert scale) regarding understanding, perceived usefulness, and behav-
ioral change factors and optionally answered two open-ended questions regard-
ing positive and negative points of the dashboards. This study’s design considers
understanding, perceived usefulness, and behavioral changes factors to evaluate
the dashboards based on the instrument validated by Park and Jo’s work [20]
to measure dashboard success. Finally, at the end of the survey, the researchers
asked teachers to inform which of the evaluated dashboards would best help them
in the decision-making process during the learning process in gamified learning
systems. Therefore, this paper investigates the following hypotheses:
H1: Teachers’ understanding level concerning the three dashboards is identical.
H2: Teachers’ perception of usefulness concerning the three dashboards is iden-
tical.
H3: Teachers’ perceived behavioral changes concerning the three dashboards are
identical.
H4: Teachers’ perception of the three dashboards’ support to help them in the
decision-making process in gamified learning systems is identical.

3.2 Data Analysis Procedure

The authors conducted a quantitative analysis to test the four hypotheses pre-
viously defined. This research verifies the first, second, and third hypotheses by
applying the non-parametric Friedman’s ANOVA test to evaluate if the teach-
ers’ understanding, perceived usefulness, and behavioral changes concerning the
three dashboards are equal. For the fourth hypothesis, the authors conduct a
non-parametric Pearson’s chi-square goodness-of-fit test to determine if there
is a statistically significant difference between the expected frequencies and the
observed frequencies in teachers’ responses. To perform the analysis, we consid-
ered the numbers of teachers that mutually pointed out a dashboard as the most
helpful in the decision-making process.

The authors also conducted a qualitative analysis to evaluate teachers’ posi-
tive and negative opinions about each dashboard. We adopted the open coding
scheme [3] – an analytic process through which concepts are identified in data.
After that, we grouped teachers’ answers into categories to better understand
their positive and negative perceptions and opinions regarding each of the three
dashboards assessed in the experiment.

4 Results

This section presents this research’s experiment results, depicting the sample
characteristics, showing each hypothesis’s statistical results, and the open ques-
tions’ results.
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4.1 Sample Characteristics

Thirty-three out of 47 teachers are male, and 14 are female. Most of the teachers
are from 26 to 50 years old, followed by 19 teachers from 41 to 65 years old, and
one teacher whose age is between 18 to 25 years old. Most teachers (25) declared
they have a medium technical level, followed by 21 teachers who reported a high
technical level and only one teacher reported a low technological level. Moreover,
most teachers (38) teach at the secondary level, 22 teach at the post-secondary,
seven at the post-baccalaureate, and four at the elementary. Eighteen teachers
teach at more than one educational level.

4.2 Hypothesis Tests

Teachers’ Understanding Level - H1 assumed that teachers’ understanding
level concerning the visualizations of the three dashboards evaluated is identical.
Therefore, to test this hypothesis, we evaluated firstly if the current data met
the normality assumption for the analysis of variance (ANOVA). A Shapiro-Wilk
test of normality distribution was performed to examine the distribution, and
the test results indicate that the data are not from a normal population (dash-
board 1: W = 0.762, p < 0.001; dashboard 2: W = 0.728, p < 0.001; dashboard
3: W = 0.749, p < 0.001). Therefore, we compute the non-parametric Friedman’s
ANOVA test. Results indicate that there is not a statistically significant differ-
ence in teachers’ understanding level concerning the visualizations provided by
the three dashboards evaluated (dashboard 1: M = 5.73, SD = 1.18; dashboard
2: M = 5.68, SD = 1.14; dashboard 3: M = 5.71, SD = 0.97) χ2(2) = 0.061,
p > 0.05, confirming the null hypothesis.

Teachers’ Perceived Usefulness - H2 assumed that teachers’ perceived use-
fulness after interacting with each of the three dashboards evaluated is identical.
We also run a Shapiro-Wilk test to examine the distribution of the data con-
cerning the factor evaluated. Results indicate that the data regarding teachers’
perceived usefulness of the three dashboards are not from a normal distribu-
tion (dashboard 1: W = 0.903, p < 0.001; dashboard 2: W = 0.875, p < 0.001;
dashboard 3: W = 0.866, p < 0.001). We perform a non-parametric Friedman’s
ANOVA test to evaluate if the data concerning teachers’ perceived usefulness
about the three dashboards have identical means. The test’s outcome indicates
that there is not a statistically significant difference in teachers’ perceived use-
fulness after interacting with each of the three dashboards evaluated (dashboard
1: M = 5.38, SD = 1.15; dashboard 2: M = 5.37, SD = 1.11; dashboard 3: M =
5.55, SD = 1.03) χ2(2) = 4.353, p > 0.05, confirming the null hypothesis.

Teachers’ Perceived Behavioral Changes - H3 assumed that the teach-
ers’ perceived behavioral changes after the interaction with each of the three
dashboards are identical. A Shapiro-Wilk test was also performed to evaluate
the distribution of the data, and the test results indicate that the data are
not from a normal population (dashboard 1: W = 0.787, p < 0.001; dashboard
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2: W = 0.761, p < 0.001; dashboard 3: W = 0.754, p < 0.001). As such, we
perform the non-parametric Friedman’s ANOVA test. Results show that there
is a statistically significant difference in teachers’ perceived behavioral changes
after interacting with each of the three dashboards evaluated (dashboard 1: M
= 5.58, SD = 1.29; dashboard 2: M = 5.41, SD = 1.26; dashboard 3: M = 5.70,
SD = 1.14) χ2(2) = 6.523, p = 0.038, rejecting the null hypothesis. Dashboard
3 (provision of data related to students’ interaction with learning resources and
gamification elements) received a better evaluation from teachers, showing that
this dashboard can have a greater potential to affect teachers’ behavioral changes
than the other two dashboards.

Teachers’ Decision Making Process - H4 assumed that teachers’ perception
regarding the three dashboards’ support to help them in the decision-making
process in gamified learning systems is identical. To test H4, we performed a
Pearson’s chi-square goodness-of-fit test [23]. The results of chi-square tests per-
formed on the frequencies of observed teachers’ responses for each dashboard
indicate that there are significant differences in the teachers’ preference for one
of the three dashboards for the decision-making process (χ2 = 6.936; p = 0.031),
rejecting the null hypothesis. Therefore, we can perceive that there is a teachers’
preference for dashboard 3 (dashboard 1: 13 teachers; dashboard 2: 10 teachers;
dashboard 3: 24 teachers), which might indicate that a complete dashboard that
provides information concerning students’ interaction with learning resources
and gamification elements better supports the teachers’ decision-making process
during the teaching-learning process in gamified learning systems, according to
teachers’ perception.

4.3 Open-Ended Responses Analysis

For each dashboard, teachers answered two optional open-ended questions con-
cerning positive and negative points. Regarding dashboard 1, 18 out of 47 par-
ticipant teachers (38,29%) pointed out the positive issues classified into three
major categories: visual attraction, usefulness, and usability. The following are
some of the answers.
Visual Attraction: 1. “This dashboard was simple and intuitive.”
Usefulness: 1. “The dashboard gathers essential information that facilitates
the teacher’s understanding of the class’s individual and collective advances.” 2.
“Synthetic dashboard with essential information for decision-making.”
Usability: 1. “Information about the students’ progress was evident.”

Regarding dashboard 2, 16 out of 47 participant teachers (34,04%) pointed
out the positive points. They were classified into two major categories: usefulness
and usability. The following are some of the answers.
Usefulness: 1. “The presented data collaborate for an assessment of the class in
an interactive way that allows viewing important points, such as the individual
assessment of the student about the rest of the class, which provides a clear way
for the possibility of recovering individual learning so that everyone can reach
the goal at the end of the period.”



414 K. Tenório et al.

Usability: 1. “Quickly map the progress of the class’ learning.”
Concerning dashboard 3, 17 out of 47 participant teachers (36,17%) pointed

out the positive points. They were classified into three major categories: visual
attraction, usefulness, and usability. The following are some of the answers.
Visual Attraction: 1. “Self-explanatory images, especially the line charts.”
Usefulness: 1. “The tool has enormous potential, easy visualization of data
and information. There are many insights for different applications, including
decision-making in teaching strategies and learning measurement.”
Usability: 1. “The type of language used is very positive considering that it
uses tools related to games.”

Concerning the negative points of dashboard 1, thirteen out of forty-seven
participant teachers (27,65%) pointed out negative points. Teachers’ negative
opinions about dashboard one were classified into three major categories: visual
attraction, usefulness, and usability.
Visual Attraction: 1. “It could have a greater variety of colors and a more
pleasant design.”
Usefulness: 1. “Despite little information on this dashboard compared to the
others, I missed the possibility of seeing the student individually. It could have
better analyzes with the possibility to investigate case by case, especially in the
points that were not reached.”
Usability: 1. “Absence of description of the resources used by students. Not all
the resources indicated may be known to teachers.”

Concerning dashboard 2, 14 out of 47 participant teachers (29,78%) pointed
out negative points. They were classified into two major categories: visual attrac-
tion and usability, as follows.
Visual attraction: 1. “I see many types of data presented on just one screen...
this information could be categorized and summarized, so it does not become a
tiring visualization.”
Usability: 1. “Very technical. I believe that most teachers, who work in multi-
ple classes, would not have time to analyze the data to improve their teaching
practice.”

Regarding dashboard 3, 14 out of 47 participant teachers (29,78%) pointed
out negative points. They were classified into two major categories: visual attrac-
tion, usability, as presented below.
Visual attraction: 1. “It would be interesting to show statistically where stu-
dents miss or fail the most.” 2. “A lot of information in few charts.”
Usability: 1. “I thought the informative charts with little usability. They are
very technical, and for those who are not in the technology area, it would be
confused.”

5 Discussion and Conclusion

This work investigated the perception of 47 teachers regarding three different
dashboards: the first showing students’ interaction with learning resources, the
second showing students’ interaction with only gamification elements, and the
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third one presenting students’ interaction with gamification elements and learn-
ing resources. This research brings a novel contribution. It investigates how
teachers perceive the benefits of relying on students’ learning and gamification
data through dashboards in gamified adaptive learning systems.

Overall, the understanding, perceived usefulness, and behavioral change fac-
tors mean for all three dashboards were high, indicating that the three dash-
boards caused a satisfactory effect on teachers’ understanding level, perceived
usefulness, and perceived behavioral changes. The results also suggest that teach-
ers evaluated dashboard 3 (students’ interaction with learning resources and
gamification elements) as more helpful to them in the decision-making pro-
cess. Dashboard 3 also received a better evaluation from teachers concerning
the behavior changes factor. Moreover, although the results may indicate that
dashboard 3 has a similar effect on teachers’ perceived usefulness, compared
to dashboards 1 and 2, dashboard 3 received a slightly better evaluation from
teachers concerning perceived usefulness. These results might suggest that this
dashboard can have a more significant potential to affect teachers’ perceived
usefulness and perceived behavioral changes positively.

Based on the qualitative results, the teachers’ perceptions and opinions about
the three dashboards were similar. They were more focused on dashboards’ visual
attraction, usability, and usefulness. Teachers highlighted positive points regard-
ing the visual attraction of dashboards 1 and 3, emphasizing that they present
simple, intuitive (for dashboard 1), and self-explanatory (for dashboard 3) visu-
alizations. Teachers pointed out that all three dashboards can assist them in the
decision-making process and teaching planning. Teachers also pointed out the
three dashboards’ usability, reporting that the dashboards effectively fulfill their
role, informing teachers about the students’ status.

Regarding negative opinions about visual attraction, teachers highlighted the
lack of a greater variety of colors, and a more pleasant design (dashboard 1), a
provision of a lot of information on a single screen (dashboard 2), and a lack
of slightest visual care (dashboard 3). Dashboard 1 received negative opinions
regarding its usefulness, where teachers highlighted the lack of possibility of see-
ing the student individually to help in the teachers’ decision-making process.
Finally, the three dashboards received negative opinions from teachers regarding
usability. The teachers highlighted the absence of a description of the available
learning resources (dashboard 1). They pointed out that very technical visual-
izations can confuse teachers who do not have computational technical skills.

In future work, the authors aim to target the usability issues mentioned by
teachers. We aim to evaluate dashboard 3 in real settings, integrated into a
gamified adaptive educational system, to effectively evaluate how it helps teach-
ers make decisions, including analyzing the effect of teachers’ decisions on the
students’ learning, motivation, and engagement.
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Abstract. Teachers and learners who search for learning materials in
open educational resources (OER) repositories greatly benefit from feed-
back and reviews left by peers who have activated these resources in
their class. Such feedback can also fuel social-based ranking algorithms
and recommendation systems. However, while educational users appre-
ciate the recommendations made by other teachers, they are not highly
motivated to provide such feedback by themselves. This situation is com-
mon in many consumer applications that rely on users’ opinions for per-
sonalisation. A possible solution that was successfully applied in sev-
eral other domains to incentivise active participation is gamification.
This paper describes for the first time the application of a comprehen-
sive cutting-edge gamification taxonomy, in a user-centred participatory-
design process of an OER system for Physics, PeTeL, used throughout
Israel. Physics teachers were first involved in designing gamification fea-
tures based on their preferences, helping shape the gamification mecha-
nisms likely to enhance their motivation to provide reviews. The results
informed directly the implementation of two gamification elements that
were implemented in the learning environment, with a second experiment
evaluating their actual effect on teachers’ behaviour. After a long-term,
real-life pilot of two months, teachers’ response rate was measured and
compared to the prior state. The results showed a statistically significant
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month, even when taking into account the ‘Covid-pandemic effect’.
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1 Introduction

Personalised learning environments rely on repositories of digital learning mate-
rials, and on meta-data that provide semantic information about the digital con-
tent [10]. The semantic information is fundamental to the ability of AI agents to
make ‘intelligent’ decisions, such as recommending content to learners, assisting
teachers in search & discovery of learning resources, and for re-using materi-
als between contexts [2–5,15]. Recommendations about the learning resources is
an important component of the semantic information, since teachers searching
for learning materials in blended learning environments value the feedback and
review of peers who have previously used these resources [7]. However, a major
challenge in mining recommendations from teachers is their low motivation to
contribute the time and effort needed to produce such feedback [12].

One possible solution to this challenge is the use of Gamification: a term
describing the use of game elements (such as points, prizes, progression through
levels, time pressure, competition, cognitive challenges, and more) to improve
user experience and user engagement in non-game services and applications [9].
The underlying idea of gamification is that by making a task entertaining, it is
possible to engage humans to do tasks that do not provide any other tangible
reward [8,16]. Gamification is being used in various domains and types of sys-
tems, including social networks, e-commerce, search engines, healthcare systems,
and more [6,8,13,19].

One of the most prominent fields in which gamification is used, is that of edu-
cational technology [8]. Attempts at applying gamification elements and methods
in educational contexts have shown promising results [1,14,17,18]. However, to
the best of our knowledge, the potential of gamification to incentivise teachers
in teacher-sourcing tasks was not evaluated before.

In this paper, we report on the results of a pilot research aimed at studying
the impact of gamification on teachers’ motivation to contribute feedback on the
resources that they have used (typically for in-class activities or as homework),
and fuel a social-based recommendation system within an OER repository in
Physics. Specifically, we seek to answer the following research questions (RQs):

– RQ1: What gamification mechanisms do teachers believe will encourage them
to provide feedback on the learning resources that they have used?

– RQ2 Does implementing these elements actually enhance teachers’ willing-
ness to provide feedback?

This paper makes the following contributions:

1. It is the first real-life design and implementation of a cutting-edge Gamifica-
tion Taxonomy [21].

2. It presents, for the first time, a participatory design approach for introducing
Gamification into a large OER system, used throughout a whole country.

3. The paper provides results on the implementation of the Gamification ele-
ments via a long-term pilot study within a real-life OER system for teachers.



420 E. Yacobson et al.

4. Results show statistically significant increase in feedback from the teachers,
to an unprecedented 4X increase, even when taking into account the ‘Covid-
pandemic effect’.

2 The Learning Environment – PeTeL

PeTeL (Personalised Teaching and Learning) is a shared repository of open edu-
cational resources (OER), and a Learning Management System (LMS) that also
includes social network features and learning analytics tools. It is developed at
the Department of Science Teaching at the Weizmann Institute of Science, with
the goal of assisting STEM teachers in providing personalised instruction in
blended-learning environments.

PeTeL is divided into separate modules for each subject matter: Biology,
Chemistry and Physics. It is implemented on top of a Moodle LMS. To assist
teachers in searching and discovering learning materials that best suit their
students’ needs, PeTeL provides common search filters such as subject mat-
ter, level of difficulty, duration, technical requirements (e.g. projector or mobile
devices), nature of the activity (e.g. diagnostic questionnaire, interactive task,
home assignment, etc.), and in addition, social-based search and discovery fea-
tures. For example, teachers can follow other teachers within a social network-
style collaborative environment (referred to as the ‘peer network’), receive rec-
ommendations from them, copy their teaching sequences, and more. Teachers
can also search and rank materials based on reviews provided by their peers.

After using an activity in their class, the teachers are presented with a ‘pop-
up’ window, requesting them to provide feedback concerning the resource they
used. The teachers can either fill the pop-up survey, postpone filling out the form
to a later date, or cancel it. This feedback mechanism was initially activated in
PeTeL during the 2019–2020 school year. However, teachers’ cooperation was
relatively low, and their response rate to the feedback requests during this first
year was below 3%. Since the reviews were identified by the teachers as very
influential on their decision on which activities to use, and also provide the basis
for an automatic ranking algorithm that is currently under design, we marked
the issue of increasing the response rate as a major challenge that should be
addressed, and decided to examine gamification as a conceptual framework for
addressing this challenge.

3 Gamification Taxonomy

Concerning the gamification elements, our conceptual framework relied on the
new, cutting-edge Taxonomy of Gamification Elements for Educational Envi-
ronments (TGEEE) [20,21]. The taxonomy was built based on large-scale data
collection on gamification preferences of educational users, and proposes 21 gam-
ification elements suited for educational contexts. These elements are grouped
into five major dimensions: Performance, Social, Ecological, Personal, and Fic-
tional.
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The Performance dimension includes elements that are related to the environ-
ment’s response to student interactions, such as badges and points. The Social
dimension refers to elements that deal with interactions between the students
in the environment, e.g. cooperation and competition. The Personal dimension
is related to the learner using the environment, usually related to meaning and
purpose, for example, by setting objectives. The Ecological dimension refers to
properties/characteristics provided by the environment, such as economy and
chance. Finally, the Fictional dimension deals with the context of the environ-
ment, affecting both users (Narrative) and the environment (Storytelling). A
graphical representation of the elements, and their grouping into dimensions, is
depicted in Fig. 1.

It is important to state that, according to the authors, an environment does
not necessarily need to contain all the elements from all dimensions. The selection
of elements should be aligned with the objectives of the environment and the
users who will interact with it [22,23]. This justified our first experiment, the
participatory design with teachers, described next.

Fig. 1. The TGEEE Gamification Taxonomy from [21]
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4 First Experiment: Teacher Preferences

This experiment was designed to answer the first research question: What gami-
fication mechanisms do teachers believe will encourage them to provide feedback
on the learning resources that they have used?

4.1 Procedure and Materials

The first experiment, a participatory design experiment, was conducted with
seventeen Physics teachers, ten women and seven men, who participated in a
one-day yearly training conference on PeTeL during July 2020. This was part of
a session on the search and discovery mechanisms that PeTeL offers. A previous
iteration of this event, allowing for interviews with teachers, marked the social
recommendation as especially valued by teachers. We discussed the low response
rate on the pop-up surveys, the potential use of gamification as means to increase
it, and presented the taxonomy to the teachers.

Then, the teachers were presented with five mock-ups of different gamification
elements, each implementing a certain dimension of the Taxonomy (see below),
and were requested to rate how much they believed that the concept underlying
this element (e.g., social reward) could enhance teachers’ motivation to provide
feedback (on a 1–5 Likert scale). In addition to the Likert questionnaire, the
teachers were requested to expand their answers as much as they wished, via
open-ended questions. Then, a group discussion was held. We note that the
mock-ups were visually integrated into the front-end of PeTeL, to provide an
authentic user experience.

4.2 The Five Elements Presented to Teachers

Badges: the first element was giving teachers virtual badges (gold, silver or
bronze) according to the amount of reviews they gave. We based this element on
two different concepts from the taxonomy: first, the “acknowledgement” concept
from the “performance” dimension in the taxonomy, which refers to elements in
the environment that praise the user’s actions. The second was the “reputation”
concept from the “social” dimension in the taxonomy, meaning that teachers may
value the possibility of being recognised by their peers as contributing members
to the entire teacher community.

Leader-Board: the second element was a leader board, presenting the number
of points each teacher accumulated by filling in reviews. This element was also
based on two different concepts from the taxonomy: the first was the “points”
concept taken from the “performance” dimension in the taxonomy, meaning
that the notion of receiving credit for their performance could raise teachers’
motivation. The second was the “competition” concept from the “social” dimen-
sion in the taxonomy, indicating that the presentation of a teacher’s ranking in
comparison to other teachers can encourage them to participate.
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Progress-Bar: the third element was a progress bar, showing the accumulation
of required feedbacks on each learning resource. This element was based on the
three following concepts: “cooperation” taken from the “social” dimension in
the taxonomy, the “progression” concept taken from the “performance” dimen-
sion in the taxonomy, and the “objectives” concept taken from the “personal”
dimension. The “cooperation” element builds upon the notion that the teachers’
feeling that they are working together towards a common goal, could motivate
them. The “progression” concept claims that allowing teachers to view their
progression within the environment will foster their willingness to contribute
information. Finally, the “objectives” concept states that giving teachers a clear
goal will raise their motivation.

Virtual Applause: the fourth element was virtual applause, meaning that each
time teachers filled out a feedback form, the learning environment would present
them with an animation of fireworks, confetti, and the sound of an audience
applauding. This element is based on the “sensation” concept taken from the
“personal” dimension in the taxonomy. This means that using the teachers’
senses in the manner of visual or audio stimulation, can affect their motivation.

PeTeL Dollars: the fifth element was PeTeL Dollars, meaning that the teacher
would receive virtual currency for giving feedbacks. At the end of the school year,
if the teacher has reached a certain amount of virtual dollars, he/she can replace
them for a real-life reward such as lab equipment or a field trip with the students.
This element is based on the “Economy” concept from the “ecological” dimension
in the taxonomy, meaning monetising teachers’ actions in the environment. We
note that this element does not fully coincide with the aforementioned definition
of gamification (“do not provide any tangible reward..”, see Sect. 1). However,
previous attempts at implementing gamification in different contexts used such
mechanisms (e.g., the Spanish league for cardiologists1). Therefore, we decided
to include this extended definition in our first experiment.

An example of an item from the questionnaire, presenting a ‘virtual applause’
gamification element, is presented in Fig. 2.

4.3 Analysis and Results

Following the above participatory design phase, teachers’ ratings and responses
to the open-ended questions, as well as the transcription of the group discussion
were analysed. As can be seen in Table 1, the two elements that received the
highest average ratings are the PeTeL-Dollars (3.67) and the progress bar (3.24).
The virtual applause received the lowest rating (1.47).

The rating results were triangulated with the open-ended responses and the
group discussion. This analysis yielded the following conclusions:

First, teachers want to have clear goals, and to know their status with respect
to them. This was contrasted with the previous design, which sent feedback

1 https://ligacasosclinicos.com.

https://ligacasosclinicos.com


424 E. Yacobson et al.

Fig. 2. Example of an item from the gamification questionnaire

request on each resource that was being used, without giving any indication of
what is the expected level of contribution.

The second conclusion was that teachers wish to know that their contribution
matters, that it is useful for other teachers, and that it helps to improve the
environment. This incentive was recognised as much stronger than competition or
sensation. This was contrasted with the previous design, in which their feedback
was ‘buried somewhere’, and they had no idea whether it was actually being
used for anything.

The third, and maybe most surprising finding, was that social recognition
matters – we found that for many teachers it was important that their contri-
bution would be seen by the community. This was contrasted with the previous
design, in which the individual contribution was not acknowledged. We inter-
preted this through the prism of the “going green to be seen” [11] phenomenon
found among environmentally-aware consumers, who wish to signal a statement
about themselves as responsible members of the community (this was used for
example to explain the phenomenal success of the Toyota Prius, with its distinc-
tive design, over similarly fuel-efficient cars with conventional design2).

5 Second Experiment: The Effect of Gamification-Driven
Design

This experiment was designed to answer the second research question: Does
gamification-driven design enhance teachers’ willingness to provide feedback?

2 https://www.theatlantic.com/national/archive/2009/07/prius-effect/21108/.

https://www.theatlantic.com/national/archive/2009/07/prius-effect/21108/
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5.1 Procedure and Methods

Following the results of the first experiment, two gamification elements were
implemented and integrated into PeTeL, which are described below.

Table 1. Teachers’ rating of the gamification elements

Teacher Badges Points Progress-bar Applause Dollars

1 2 3 3 1 5

2 3 3 4 1 –

3 3 3 4 3 4

4 2 2 3 1 4

5 3 3 5 3 2

6 3 4 5 2 5

7 4 3 3 1 1

8 1 1 1 1 4

9 3 5 3 1 3

10 2 2 4 1 5

11 3 2 2 3 –

12 3 5 2 1 5

13 2 3 4 1 3

14 1 4 3 2 5

15 1 2 1 1 3

16 1 1 3 1 2

17 1 1 5 1 4

Mean 2.24 2.71 3.24 1.47 3.67

Progress Bar. This element addresses the first conclusion – that teachers wish
to have a clear goal and know their status with respect to it. A goal of five
reviews per year was set (the value was decided by the Physics development
team), and a progress bar feature showing for each teacher her progress towards
this goal was designed and integrated into PeTeL. It is illustrated in Fig. 3. We
note that in the original design presented to the teachers, the progress bar showed
the accumulation of information per each resource in PeTeL, while the actual
progress bar that was implemented showed the number of reviews filled per
teacher. This change was performed due to a concern that capturing progress
by resource will be harder to translate into an evident, global contribution of the
individual teacher action to the whole system (which includes many resources).
However, the new design still maintained the “progression” and “have a clear
goal” dimensions of the original design. In addition, the ‘social’ aspect of the
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‘by resource’ progress bar is actually captured by the public bulletin board (see
below), while the eventual ‘by teacher’ design addresses the need for having an
individual goal and status with respect to it.

Fig. 3. Request for feedback with progress bar

Bulletin Board. The second element was a ‘bulletin-board’, showing teachers’
feedback on the activities that they have used. It is shown in Fig. 4. The bulletin-
board is presented to the teachers in the main page of the learning environment.
Each time a teacher reviews an activity, the bulletin-board is updated for all the
teachers, with the new review on top and highlighted.

Each input in the bulletin-board contains the name of the teacher who
reviewed the learning resource, and the title of the resource that has been
reviewed. When hovering with the mouse over the review, a mouseover text
showing the details of the review pops-up. The items in the bulletin-board are
‘linkable’, so teachers can easily follow a review, in case that they wish to mark
a certain resource for future use in their class.

Although the bulletin-board was not one of the elements presented to the
teachers in the first experiment, it addresses two key issues raised by the teachers
in the open-ended questions and during the group discussion: First, that they
wish to know that their contribution matters. The fact that everyone can see and
use their recommendation, and they know that, addresses this. The second is the
social recognition, achieved by presenting the name of the teacher who provided
the review. We also note that the “PeTeL-Dollars” element was not implemented
even though it was ranked highest among the elements, as we decided to avoid
tangible rewards and test a model that is sustainable, budget-wise.

5.2 Analysis and Results

We monitored teachers feedback during the first 2 months after these two gami-
fication elements were activated, and compared them with the data we had from
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Fig. 4. Recommendation “bulletin-board”

the previous school year (Sep. 2019 - July 2020). We note that in order to allow
for direct comparison, the pop-up review itself was not modified. For our analy-
sis, we additionally took into account the fact that more people turned to online
work during the Covid pandemic - what we call the ‘Covid-pandemic effect’.

We accounted for the effect via two metrics: i) The total amount of reviews,
normalised by the amount of active teachers; and ii) response rate – the percent-
age of review requests that are answered.

Total Amount of Reviews. First, we compared the average amount of reviews
received each month. Considering the ‘Covid-pandemic effect’, we did not con-
sider only raw numbers, but normalised them by the amount of active teachers.
Active teachers are teachers who used at least one learning resource in their
class. Comparing the number of active teachers this year and in the previous one
yielded that the number of active teachers was very similar (actually somewhat
smaller this year, probably due to the shorter time period): 177 active teachers
in the previous year (out of which 33 teachers filled reviews = 18.64% of the
active teachers), 169 active teachers this year (out of which 34 filled reviews =
20.11% of active teachers). During the previous year, 62 reviews were provided
by teachers over a period of 10 months, averaging at 6.2 reviews per month.
During the 2 months since the implementation of the gamification elements, we
received 56 reviews, an average of 28 reviews per month, more than X4 that of
the previous year. Considering however that some of this increase may still be
due to active teachers just spending more time online, we continued our analysis.

Response Rate. Next, we measured the difference in the response rate before-
and-after the implementation of the gamification elements. The response rate is
defined as the percentage of feedback requests that are answered by the teachers.
Thus, the response rate accounts for other activities that might have increased
in the system, such as learning resources usage. Last year, the teachers used a
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total amount of 2,372 learning resources, and filled 62 reviews, a response rate
of 2.61%. During the 2 months since the implementation of the gamification ele-
ments into PeTeL, the teachers used a total amount of 840 learning resources,
and filled 56 reviews: A response rate of 6.67%, more than X2.5 increase in com-
parison to the previous year. A proportion test confirmed that the gamification-
driven design generated a significantly higher response rate than the previous
design (6.7% versus 2.6%; z = 5.4, p-value <0.0001).

6 Conclusions

This paper describes a pilot research that aims at studying the potential of
gamification-driven design as means to incentivise teachers to participate in
crowdsourcing activities. Results show that teachers want to have clear goals,
to know that their contribution matters, and to be recognised by peers as con-
tributing members of the community. Following these findings, two gamification
elements – a progress bar and a bulletin-board presenting teachers’ recommen-
dations, were designed and integrated into the learning environment, and their
impact on teachers’ motivation to provide reviews was measured. Analysing
teachers behaviour two months after the new features were aired showed a sub-
stantial increase in the amount of reviews provided by the teachers and their
response rate, suggesting that the use of gamification can indeed enhance teach-
ers’ motivation to take part in crowdsourcing activities, and specifically, in rec-
ommending learning resources to other teachers.
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Abstract. Intelligent tutoring systems can improve student outcomes,
but developing such systems typically requires significant expertise or
prior data of students using the system. In this work we propose a new
approach for automatically adaptively sequencing practice activities for
an individual student. Our approach builds on progress for automati-
cally constructing curriculum graphs and advancing a student through a
graph using a multi-armed bandit algorithm. These approaches have rel-
atively few hyperparameters and are designed to work well given limited
or no prior data. We evaluate our method, which can be applied to a
diverse range of domains, in our online game for basic Korean language
learning and found promising initial results. Compared to an expert-
designed fixed ordering, our adaptive algorithm had a statistically sig-
nificant positive effect on a learning efficiency metric defined using in
game performance.

Keywords: Adaptive sequencing · Automatic curriculum generation ·
Educational games

1 Introduction

As educational technology continues to grow in popularity, it is desirable to have
scalable, robust methods for creating efficient and adaptive learning pathways
for new tutoring systems. When no prior data is available, one potential way to
ensure that a new adaptive tutoring system will yield strong learning benefits
is to heavily involve experts to create a curriculum structure and specify model
parameters of an assumed student model. However this type of approach can be
time consuming and difficult to scale. To lighten this burden of human expertise,
data driven approaches use collected data to create or refine statistical mod-
els of student learning (e.g. [6,9,15]). Such work has demonstrated significant
improvements in student learning outcomes and/or learning efficiency. However
this approach still requires either a significant amount of expert input to ensure
the initial learning pathways (when only a few students have used the system)
are beneficial, or may have significantly suboptimal performance for students
early on.
c© Springer Nature Switzerland AG 2021
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Fig. 1. Full pipeline of our adaptive algorithm applied to Katchi. Part 1 shows the
grouping of individual items (such as Red and Green) into concepts (such as Color) and
grouping problems into nodes, Part 2 shows organizing these nodes into a curriculum
graph, Part 3 shows the adaptive algorithm’s internal belief state of the mastery of
each node, Part 4 shows selecting a specific level from within the selected node, and
Part 5 shows presenting the selected problem to the student. (Color figure online)

In our work we propose a new method that, given a set of activities, will
automatically create adaptive learning pathways for students without requiring
prior data. Our approach builds on several developments: methods that take
a set of skills labeled with features and automatically constructs a knowledge
(prerequisites) graph among this set [2,21], and the work to use multi-armed
bandits to progress through such a graph [11]. This bandit based method only
has a few hyperparameters, reducing the burden of expert time needed, and is
demonstrated to potentially be more robust to variability in the student learning
process [10].

Our method can be used in any domain where solving a pedagogical activity
can be described by a simple program or by the execution trace of that program,
which has been shown to cover diverse domains including basic arithmetic [2],
logical proofs [1], and algebra [16]. We experimentally investigate our method
in a Korean language learning webgame and perform analysis using evaluation
metrics based on in game performance. We found that while there was no signif-
icant difference in total learning, learners in the adaptive progression condition
had a statistically significant higher learning efficiency compared to students in
the expert-designed fixed progression condition. This initial finding highlights
the potential of our method to increase learning efficiency and save students
time.

Related Work. Our work considers the question of adaptively sequencing
educational content. Bayesian Knowledge Tracing (BKT) [12] can be used to
adaptively monitor a student’s learning given a decomposition of problems into
knowledge components (KCs), but does not specify how to select amongst the
unknown skills.
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Various recent approaches [5,13,15,19] often found promising results. How-
ever our work differs in that these previous works all use prior student data to
create an adaptive algorithm. Most recently, Bassen et al. [4] used deep rein-
forcement learning (RL) with minimal expert input and no prior data to learn
to sequence problems efficiently. They demonstrate good performance for learn-
ers after the experience from the first 200 learners. In general, even the most
efficient deep RL methods will require at least such an amount of experience
to achieve good performance. Their method does not discuss a way to enforce
a curriculum graph for the initial learners when concepts and activities exhibit
strong prerequisite dependencies as they do in our domain. Methods such as ours
that can enforce a curriculum can improve the experience for early learners.

Our work builds on the adaptive algorithm presented by Clement et al. that
automatically provides personalized student advancement through curriculum
graphs using concepts of a ZPD and multi-armed bandits [11]. This work pre-
viously assumes an expert specified curriculum graph was given, which we do
not. In our work, we automatically generate a curriculum graph from a set of
practice activities using developments in automatic curriculum generation using
execution traces [2,20]. The use of the curricula generated by these automatic
methods for adaptive sequencing have not been previously investigated. As a
result, our work aims to provide, to our knowledge, one of the first evaluations
of a system that, using no prior data and very little expert input, automatically
creates a curriculum graph and an adaptive progression for students from a set
of practice items.

2 Method

Our method is illustrated in Fig. 1 and described in more detail below.

2.1 Domain: Katchi, a Korean Language Learning Webgame

Fig. 2. A Screenshot of the Red Circle And Green Triangle activity of Katchi. learners
drag and drop words from the wordbank at the bottom of the screen to the answer
slots to describe the pictorially shown target phrase. (Color figure online)

We run our experiments on our online Korean learning webgame Katchi.
The goal of Katchi is for students to master simple Korean phrases of the form
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Number Color Shape And Number Color Shape for all possible combinations of
the taught vocabulary. To pass an activity (Fig. 2), learners must drag and drop
the Korean words from the wordbank into the correct answer slots to describe
the pictorially shown target phrase. Activities vary in complexity in terms of the
number of words needed, ranging from having 1 to 7 empty slots. Learners are
allowed an unlimited amount of attempts on each activity and must answer the
activity correctly to advance. An activity bank containing 402 unique activities
was created.

2.2 Automated Curriculum Graph Creation

We first build a hierarchical structure to model difficulty dependencies between
a set of pedagogical items. We follow Wang et al.’s [2,21] work in automatic
curriculum generation for language learning and define:

Definition 1 ([21]). A phrase s1 is harder than another phrase s2, indicated
as s1 > s2, if s1 is longer than and covers all the vocabulary words in s2. A
phrase s1 is directly harder than s2 if there does not exist a third phrase such
that s1 > s3 > s2.

This definition implies a directed graph where a directed edge represents a
“directly harder than” relation between two phrases. We represent each level
that involves multiple words as a high level conceptual phrase (for example, a
node is color shape, and the activities red triangle and green square will both
fall under this node). We represent all single word levels as separate nodes to
ensure students will learn each of the basic vocabulary words. The curriculum
graph used can be seen in Part 2 of Fig. 1.

While we evaluate our method in language learning, there exist similar cur-
riculum generation methods that use solution execution traces, or the steps taken
to solve an educational activity [2]. These methods can be applied to any domain
where automatic solution generation is possible, which include a diverse range
of domains such as arithmetic and logical proofs.

2.3 Automatic Progression Through Curriculum Graph

Given a curriculum graph G over a set of nodes representing concepts and with
one or more practice materials mapped to each node, our algorithm for selecting
the next item to practice consists of combining a model of forgetting [17] and
a model of the zone of proximal development (ZPD) [11]. We incorporate a
model of forgetting as we consider a language learning setting where forgetting
is known to be very important [3,7,17] and spaced repetition has long been
a gold standard. Overall our method induces a policy that interleaves review
activities with learning activities on which the student is making the fastest
learning progress.
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Progression Metric: To progress students to items farther in the curriculum,
we need a signal of learning. Measuring the true knowledge state of students is
a key challenge in the online game setting. As a proxy, we use correctness on the
first attempt on an activity from the node to mark the node as learned.

Node Selection: To select a node from a curriculum graph to present to the
student, our method tracks three subsets of nodes for that student as shown in
Fig. 1 Part 3: the learned set (L), the not learned set, and the frontier set (ZPD).
The frontier set consists of nodes in the not learned set on the boundary of the
learned set. Such items are considered to be the Zone of Proximal Development
(ZPD). Following prior work in psychology that hypothesized students will learn
best when they are given activities that are at the appropriate level of difficulty
[8], items in the ZPD are prime targets for learning. Upon initialization, all nodes
with no incoming edges define the frontier and all nodes are in the not learned
set. To select a node, the algorithm first checks if there are any review nodes
from L that should be presented (described further below). If not, a learning
node from ZPD is chosen following the bandit based ZPDES algorithm [11]
(See original paper for details). A node is moved to L once student performance
on the node satisfies the mastery progression metric and an unlearned node is
added to ZPD if all prerequisites of that node are marked as learned.

Review Nodes: To incorporate review, we track potential forgetting using the
MCM model of forgetting [17]. MCM models the memory strength of items using
a sum of exponential decaying memory traces left each time an item is reviewed.
A node is marked as needing review if its memory strength is lower than a
threshold.

Selecting an Item From a Node: Once a node is selected, an activity from the
node needs to be selected. Activities need to be selected in a way that ensures all
basic components are practiced and students understand the concept generally
taught by each node as opposed to only subsets of its instantiation. To give
an extreme example of an undesired situation, if a student only sees Circle in
problems that involve Shapes and never experiences Square, then a student who
started out as a novice would not be able to complete problems involving Square
even if they could complete problems of that node with Circle. It is infeasible to
include all 402 unique activities so we instead ensure students see a varying array
of vocabulary through time which the expert baseline was carefully designed to
do. To ensure this in our adaptive algorithm, we use a second MCM model over
each basic vocabulary word and at every timestep we choose the item from the
node with the vocabulary word that has been practiced least recently.
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3 Preliminary Experiment

Fig. 3. Results from our experiment. Figure (a) shows completion level with time,
with 95% confidence intervals shaded. We see the adaptive progression allows learners
to reach completion levels with consistently less time than the fixed condition.

We compared our method, which we will refer to as the Adaptive progression,
with an expert designed Fixed progression. The Fixed progression consists of 43
levels, 34 of which are unique, and was carefully created to achieve the learning
goals of Katchi. We posted our game on a popular gaming website, Newgrounds1

and uniformly at random assigned each learner to a condition. We collected
data from 117 and 89 learners assigned to the Adaptive and Fixed conditions
respectively.

Evaluation Metric: In this initial experiment, we focus on using within task
signals for evaluation. Correctness on the first attempt is a strong signal of
learning as for all activities that have more than 1 slot (which is 6 out of the
9 nodes, and 393 of the 402 possible unique activities) the probability of guess
is very low. For the simplest multi-slot activity, the Color Shape activity, the
probability of answering correctly through random guess is 1

12 . For the most
complex, such as the activity Two Green Circles And Three Red Triangles, the
probability of guess is 1

5040 . We use this to define a completion metric which
counts a node as completed once a learner answers a problem from that node
correctly on the first attempt. We define the completion level of a learner at
a given time as the number of unique nodes they have completed so far. We
evaluate the overall learning efficiency in terms of number of completed nodes
per minute (CNPM), of all the learners before dropout.

Results: We did not find a statistically significant difference in the aver-
age amount of completion upon dropout among conditions, meaning learners
dropped out at similar stages of material difficulty (the mean completion level at

1 https://www.newgrounds.com/.

https://www.newgrounds.com/
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dropout for Fixed and Adaptive were 2.6 and 2.4 respectively, a Mann-Whitney-
U test results in p = 0.37 (U = 2457)). However we did find a statistically
significant difference in learning efficiency. We found the adaptive algorithm
overall enabled learners to progress through the same material faster than the
fixed progression. On average, learners in the adaptive progression progressed
at 1.7 CNPM while learners in the fixed progression progressed at 1.2 CNPM.
Figure 3 shows completion through time. Due to differential dropout, there is
overlap at different points, but overall the adaptive progression is progressing
learners faster. Accounting for multiple comparisons using the Bonferroni Cor-
rection, the result of a Mann-Whitney-U test suggested there was a statistically
significant difference between the conditions at the α = 0.01 level, (U = 1677,
p = 0.003). Increases of learning efficiency are very beneficial as it allows learners
to save time and mental energy to put towards other studies. This is especially
so as there has been research that shows faster and slower learners that learn
a concept to the same level of mastery, irregardless of the amount of practice
items needed to reach that level, showed the same strength of learning in terms
of rate of forgetting [6,14,18]. Therefore our initial findings which suggests our
method can potentially increase learning efficiency is promising.

4 Conclusion

Following evidence that creating personalized and adaptive educational systems
can lead to improved learning, our work presented a novel system that can take
in practice items and descriptions of those items in terms of its underlying skills,
and automatically create an adaptive personalized sequence of the material for
a student. Key features of our adaptive algorithm is that it only needs minimal
expert input and does not require existing student data to set the hyperparame-
ters of adaptivity. Our method can be applied to a wide range of domains and we
run a preliminary study in a language learning domain to examine the effective-
ness of our method. We found initial evidence our method may able to increase
learning efficiency compared to a strong fixed progression.
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Abstract. Education, like the large majority of domains, has been
impacted by the rapid development of communications and technology.
What was perceived before as an ideal, i.e., the enhancement of the
learning process through modern techniques, now it has been rapidly
transformed into a mandatory requirement due to the current COVID-
19 pandemic [13]. Edutainment applications are meant to support the
learning activities of young children even in the absence of an in-person
teacher. In this paper, we present our proposal for developing smart
edutainment applications for young children that allow automatic iden-
tification of the child and adaptation of the interaction flow based on the
child’s emotions.

Keywords: Edutainment · Adaptation · Learning · Emotion
recognition · Affective computing

1 Introduction

Education technology is continuously expanding in parallel with the techni-
cal progress (projectors, smart boards, etc.) and it enables better interaction
between teachers and students in the classroom. Every day, various aspects of
education technology are becoming an inherent part of the educational experi-
ence for students, teachers, parents, and management. Nowadays, even young
children are confronted with the need to study more often using various interac-
tive applications (digital story-telling, edutainment, game-based learning tools),
sometimes in the absence of an in-person teacher. That is why we consider that
digital educational resources for young children should address now not only the
learning content, but they should provide a customized environment for learning
and they should recognize and even adapt to different learners emotions [6,8].
To our knowledge, there aren’t any approaches proposed for the development of
smart edutainment applications that adapt based on young children’s emotions,
yet. There are several approaches for adult learners that integrate emotion aware-
ness into learning support tools. For example, Feidakis gives in [3] an overview
of the emotion-aware systems developed for e-learning in virtual environments.
c© Springer Nature Switzerland AG 2021
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Ruiz [12] proposed a method to measure students mood based on a model of
twelve positive and negative emotions, making use of self-report and measuring
the interactions with the teachers.

In this paper, we propose an approach to enhance edutainment applications
for young children (aged 3 to 6 years) with smart capabilities: automatic identifi-
cation of the child and interaction flow adaptation based on the child’s emotions.
For the development of these capabilities, we propose to use Artificial Intelligence
(AI) techniques. We describe in this paper our preliminary studies in developing
such applications and discuss future directions.

2 Smart Edutainment Applications for Young Children

Pekrun [9] has identified the so-called academic emotions and found that positive
mood supports holistic, creative ways of thinking and negative emotions, such
as anger, sadness, fear, boredom, are negatively related to the learning process
and learning outcomes. Positive emotions are positively related to the learning
process and outcomes, while negative emotions are detrimental to motivation,
performance, and learning in many situations [10,11].

Our proposal is to develop smart edutainment applications for young children
in order to keep them in a positive emotional state to ensure an optimal learning
environment [2,7,9] and to support learning at their own pace. In our vision, a
smart edutainment application should contain an edutainment part responsible
for presenting the learning content and the tasks to support the understanding
of the new knowledge and an emotion recognition part responsible for the iden-
tification of the user’ emotional state. The two modules should be executed in
parallel and should communicate, as shown in Fig. 1.

Fig. 1. High-level view of a smart edutainment application.

However, designing and implementing this kind of edutainment applications
is not easy as various challenging aspects, some of them due to the young age
of the users, must be overcome: how to identify the user (i.e., authentication),
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how to detect the emotional state of the user, and when and how to adapt
the interaction with the application when changes in the user’s emotional state
appear.

2.1 Young Children’s Authentication

The authentication of the young user is important for personalized interaction,
but also for evaluating and monitoring the learner’s progress. The classical app-
roach with a username and password is not feasible as children aged 3–6 years
old do not have the required reading/writing skills, yet. Another solution that is
used as an alternative to the classical one is face authentication. The existing face
recognition techniques available today can reach an accuracy greater the 99% for
adults. However, the accuracy decreases when the face to be recognized belongs
to a young child. We have performed a preliminary study, in which computer
science master students have used different AI techniques for automatic young
children face recognition. The obtained results have an accuracy between 95%
and 99.38% and depend on the face-recognition models used. The models based
on mechanisms like Histogram of Oriented Gradients (HOG) [1] have lower accu-
racy than the models based on Convolutional Neural Networks (CNNs) [4]. The
used models also affect the response time. The HOG-based models are somehow
less accurate than CNN-based models, but they are simpler and faster, needing
less time for identifying the child’s face.

2.2 Young Children’s Emotion Recognition

In order to adapt the interaction flow of an edutainment application to a child’s
emotional state, first we have to be able to automatically identify the child’s emo-
tions. If the existing approaches for face recognition have reached an accuracy
higher than 99% for adult faces, this is not true for automatic emotion recog-
nition approaches. The accuracy decreases even more for children’s automatic
emotion recognition. We have conducted studies about the accuracy of different
emotion recognition approaches from faces in the case of young children [5]. In
a more recent study, a team of computer science master students have built a
new dataset with face images of young children and they have used a CNN to
identify children’s emotions. On this new dataset composed of fifty images for
each of the six investigated emotions (happiness, sadness, disgust, anger, surprise
and neutral), an accuracy of 70% was obtained, that represents an improvement
by 2% related to those described in [5]. Analysis of the obtained results show
that the children’s age is a factor that highly influences the recognition accu-
racy, possibly due to certain transitions that can be much more pronounced in
younger children (such as the cheeks). In addition, there are confusing emotions
that have similar effects on their faces.

2.3 Interaction Adaptation

The adaptation decisions of a smart edutainment application are determined by
the identification of negative emotions like frustration, anger, or boredom. The
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interaction with the edutainment application should start only if the child is in
a positive emotional state and should continue only if negative emotions are not
detected. Otherwise, the edutainment application should propose activities to
change the child’s emotional state by providing encouraging messages, friendly
messages, or by proposing some entertaining physical activities.

We have conducted a preliminary study to test our idea of modifying an
edutainment application based on the results of a facial expression emotion rec-
ognizer. A team of computer science master students has developed a prototype
application in which for a selected edutainment material (in this study, a video
animation), the application adds a filter to the edutainment based on the auto-
matically identified emotions of the viewer. For example, when anger is detected
a distorted effect is applied, or when disgust is detected, a blurred effect is
applied. For testing purposes, we have used adults viewers due to the improved
accuracy of emotion recognition compared to the results obtained by our app-
roach on children images. Some examples of video animation changes based on
the viewer’s emotions are presented in Fig. 2.

(a) Anger emotion and distorted filter (b) Disgust emotion and blurred filter

Fig. 2. Emotion-based adaptation of a video

The results of our study show a promising starting point towards adapting the
interaction flow of an edutainment application based on a young child’s emotions.
An important aspect revealed by this study that requires further investigation
is the delayed adaptation. It takes 2–3 s until the addition of the filter is visible
to the viewer. This is important as it may also impact the time needed to adapt
the edutainment application.

In conclusion, our preliminary studies show that the development of smart
edutainment applications for young children is possible, but some optimizations
for the emotion recognition and interaction adaptation must be considered.

3 Conclusions and Further Work

In this paper, we have presented our vision on developing smart edutainment
applications for young children by personalizing and adapting the interaction.
In the future we intend to validate our proposal on real case studies, to evaluate
the appropriateness of the adaptation approach to real settings, and to extract
emotion information from multiple channels (body posture, voice, sensors).
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elling. In: Conole, G., Klobučar, T., Rensing, C., Konert, J., Lavoué, É. (eds.)
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Abstract. Parsons puzzles are jigsaw puzzles wherein students are given a pro-
gram in scrambled order and tasked with reassembling the program in its correct
order. Do students use program semantics when solving Parsons puzzles? The
answer to this question has implications for the use of Parsons puzzles as a peda-
gogic tool. In order to answer this question, we considered semantics at the level
of statements and control-flow.We analyzed the data collected by a Parsons puzzle
tutor over 5 semesters and measured the extent to which students’ puzzle-solving
behavior conformed with the use of statement-level and control-flow semantics.
We found that students used statement-level semantics to assemble up to 73% of
the lines in a puzzle and control-flow semantics to assemble up to 47% of the
lines. They used statement-level semantics more than control-flow semantics and
more on some puzzles than others. Whenever we found a significant difference
between C++ and Java students, C++ students used semantics more than Java stu-
dents. Finally, we did not find an increase in the use of semantics with increased
practice.

Keywords: Parsons puzzle · Puzzle-solving strategy · Program semantics

1 Introduction

In a Parsons puzzle [10], first proposed as an engaging way to learn programming.
the student is given a program in scrambled order and asked to reassemble it in its
correct order. Some studies have found that Parsons puzzles are effective for learning
programming [1–3]. Researchers have looked into what helps students solve Parsons
puzzles (e.g., [2, 4, 6–9]). But, to date, no research has been done on why the puzzles are
effective. For example, do students use program semantics when solving the puzzles?
We attempted to answer this question. We considered semantics at two levels:

1. Statement-level semantics: Do students reassemble lines that appear next to each
other in a program one after the other? For example, do students pick line 21 to
assemble after assembling line 20 (or vice versa)? A student who does not use
statement-level semantics might assemble the program in seemingly random order:
line 35 after line 20, line 8 after line 35, and so on.
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2. Control-flow semantics: Do students reassemble sections of code in a program in
the order in which control flows through the sections when the program is executed?
For example, do students assemble input section before output section? The order
among the sections of code is a partial order, e.g., both if-clause and else-clause in an
if-else statement are conditionally executed before any section that appears after the
if-else statement. But the two clauses themselves may be assembled in either order,
as long as one clause is assembled completely before the other clause is attempted.

Note that statement-level semantics determineswhich lines should be assembled together
within each section of code (e.g., input section, compute section, or output section).
Control-flow semantics builds upon statement-level semantics by superimposing an
order among the sections of code (e.g., input section must precede compute section).
The hypotheses of our study were:

1. RQ1: Students use statement-level semantics when solving Parsons puzzles;
2. RQ2: Students use control-flow semantics when solving Parsons puzzles;
3. RQ3: The use of statement-level and control-flow semantics increases with practice.

2 Computing the Use of Semantics

Wedefine action sequence as theorder of the lines in thepuzzle towhich a student applies
permissible actions during the puzzle-solving process. For example, in [4, 1, 4, 3, 2, 3]
the student assembles 4th line first, but decides to reorder it after assembling the 1st line.
Assuming the student is required to solve the puzzle completely and correctly, solution
sequence is the order in which the lines in the puzzle are placed in their final/correct
location. For example, solution sequence corresponding to the above action sequence is
[1, 4, 2, 3]. The two sequences differ when a student revises the order before arriving at
the correct solution to the puzzle. For our study, we analyzed the solution sequences of
students.

We define semantic sequences as the possible orders inwhich a studentmight solve a
puzzle using either statement-level or control-flow semantics. A puzzle may have several
semantic sequences. In order to compute a student’s use of semantics when solving a
puzzle, we compared the student’s solution sequence against each semantic sequence
for the puzzle as follows:

• Statement-level semantics is the sum of the number of lines in the solution sequence
that appear in the same order in the semantic sequence. For example, if the solution
sequence is [3,4,1,2,6,5] and a semantic sequence for the puzzle is [1,2,3,4,5,6], the
use of statement-level semantics is 4 corresponding to the subsequences [3,4] and
[1,2].

• Control-flow semantics is computed by giving credit to only the subsequences in the
solution sequence that appear in the same relative order as in a semantic sequence.
In the earlier example, the numerical value returned is 2, corresponding to the subse-
quence [3,4] – the subsequence [1,2] is not credited because it should have appeared
before the subsequence [3,4]. If the solution sequence is [3,4,1,2,5,6] instead, the
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numerical value returned is 4, corresponding to the subsequences [3,4] and [5,6]
which are in correct relative order.

So, computation of statement-level semantics credits all matching subsequences,
even if they are out of order, whereas control-flow semantics credits only matching
subsequences that are in correct relative order, even if non-contiguous. The degree of
use of semantics of a student on a puzzle is the maximum of comparing the student’s
solution sequence against all the semantic sequences for the puzzle.

3 The Study

For this study, we used epplets (epplets.org), a suite of software tutors on Parsons puzzles
available freely online for educational use [5]. The tutors present Parsons puzzles, which
students solve using drag-and-drop actions. Students are required to solve each puzzle
completely and correctly before going on to the next puzzle. A puzzle containing n lines
can be solved with n actions. If a student takes more than 10% redundant actions to
solve a puzzle, the tutors schedule additional similar puzzles for the student to solve.
The tutors log the sequence of actions taken by students to solve the puzzles.

For this study, we analyzed the data collected by the tutor on if-else statements. The
first two puzzles presented by the tutor were on the following programs:

1. A program to read two numbers and print the smaller value among them. This puzzle
was on the concept of a single if-else statement in the program.

2. A program to read numerical grade, convert it to letter grade and print it. This puzzle
was based on the concept of cascading nested if-else statements, i.e., nesting in either
if-clause or else-clause, but not both.

The tutor was used by introductory programming students, both majors and non-
majors, as after-class assignments. For this study, we used the data collected by the tutor
over five semesters: Fall 2016 – Fall 2018. Data was included in the study from only
the students who gave permission for their data to be used for research purposes. When
students used the tutor multiple times, data was included only from their first use of the
tutor so that results were not affected by practice effect. Both C++ and Java students
used the tutor. Where possible, we will separate our analysis by language.

When solving puzzles using the tutor, students were instructed to completely and
correctly reassemble each puzzle. They were not instructed to use any particular strategy
to solve the puzzles. Students could either solve a puzzle completely and correctly or bail
out by clicking on Quit button. If students attempted to submit an incomplete solution,
the tutor asked them to complete assembling the unassembled lines in the puzzle. If
students attempted to submit a complete but incorrect solution, the tutor highlighted the
first misplaced line in the assembled program and suggested whether the line had to be
moved earlier or later in the program. Each puzzle contained two distracters. The student
was expected to delete them.

Once the puzzle-solving session ended, the tutor logged the click-stream data of the
session, including every permissible operation applied by the student to solve each puz-
zle. This was the data we used to compute the action sequence and solution sequence of
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each student for each puzzle. Permissible actions applied to distracters were not included
in the solution sequence since distracters were not part of the correctly assembled
program.

4 The Results

The first puzzle in if-else tutor contained 16 lines of code and included a single if-else
statement. The mean statement-level and control-flow semantics scores for the puzzle,
along with 95% confidence interval, separated by programming language, are shown in
Table 1.

Table 1. Mean scores on the if-else puzzle no. 1 containing 16 lines of code.

Puzzle 1 N Statement-level semantics
√

Control-flow semantics
√

C++ 98 10.37 ± 0.41 6.57 ± 0.51

Java 302 9.72 ± 0.20 5.79 ± 0.30

Note thatmean statement-level semantics scorewas around 10 lines out of 16 for both
the languages, and mean control-flow semantics score ranged from 5.79 to 6.57 lines.
ANOVA analysis of the two scores as dependent variables and programming language
as the fixed factor yielded a significant main effect for language on both the scores:
statement-level semantics [F(1,409) = 10.56, p = 0.001] and control-flow semantics
[F(1,409) = 6.64, p = 0.01]. In both the cases, the scores as shown in Table 1 were
statistically significantly higher for C++ than Java. In the tables, statistically significant
differences are marked with

√
The second puzzle contained 36 lines of code and included nested if-else statements.

The scores on this puzzle are listed in Table 2. The difference between the languages was
again statistically significant for both the scores. Again, C++ scores were significantly
higher than Java scores.

Table 2. Mean scores on the nested if-else puzzle no. 2 containing 36 lines of code.

Puzzle 2 N Statement-level semantics
√

Control-flow semantics
√

C++ 77 18.95 ± 1.10 9.52 ± 1.05

Java 167 15.86 ± 0.70 8.25 ± 0.67

If a student solved puzzle no. 1 with redundant actions, the tutor presented two more
puzzles involving a single if-else statement. These follow-up puzzles nos. 3 and 4 were
on the following programs:

• A program to read a number and print whether it is odd or even.
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• A program to read sound in decibels, and print whether it is loud (if over 85 decibels)
or tolerable.

Table 3 lists the mean scores of students on these follow-up puzzles nos. 3 and 4.
The difference between C++ and Java was statistically significant on both the scores for
puzzle no. 3, but on neither score for puzzle no. 4.

Table 3. Mean scores on the follow-up if-else puzzles nos. 3 and 4 (13 lines each).

Puzzle Language N Statement-level semantics Control-flow semantics

3
√

C++ 31 8.07 ± 0.62 6.00 ± 0.78

Java 134 7.25 ± 0.31 4.61 ± 0.39

4 C++ 30 7.57 ± 0.59 4.97 ± 0.72

Java 125 7.42 ± 0.30 4.65 ± 0.36

If a student solved puzzle no. 2 with redundant actions, the tutor presented two more
puzzles on nested if-else statements. These follow-up puzzles nos. 5 and 6 were on the
following programs:

• A program to read the month and print the corresponding season: Winter (January-
March), Spring (April-June), Summer (July-September) and Fall otherwise).

• A program to read a location in degrees and print the corresponding quadrant: First
(1–90), Second (91–180), Third (181–270) and Fourth otherwise.

Table 4 lists the mean scores of students on these follow-up puzzles nos. 5 and 6.
The difference between the languages was statistically significant on statement-level
semantics score for puzzle no. 5, and on both the scores for puzzle no. 6. Again, we
found that the scores were significantly higher for C++ than Java.

Table 4. Mean scores on the follow-up nested if-else puzzles nos. 5 and 6 (27 lines each).

Puzzle Language N Statement-level semantics Control-flow semantics

5 C++ 30 15.73 ± 1.11 8.83 ± 1.15

Java 111 13.32 ± 0.58 7.59 ± 0.60

6
√

C++ 25 16.36 ± 1.18 9.88 ± 1.31

Java 85 14.38 ± 0.65 7.92 ± 0.72

Did the scores of students increase with practice? We considered only the students
who had solved all three puzzles: puzzle no. 1 and the two follow-up puzzles nos. 3 and 4
that were similar to it. Since the first puzzle had 16 lineswhereas puzzles 3 and 4 had only
13 lines, we normalized the scores as percentages of the number of lines in the puzzle,
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as shown in Table 5. The change in score percentage from one puzzle to the next was
not statistically significant except for statement-level semantics, which decreased from
puzzle 1 to puzzle 3 for Java students. In all the other cases, solving multiple puzzles
did not lead to significant change, let alone increase in the score percentage.

We had expected the scores to increase with practice due to practice effect. The
tutor itself did not provide any feedback to help students increase their use of local or
control-flow semantics while solving puzzles. What we found was that without such
explicit support / feedback from the tutor, the puzzle-solving strategies of students did
not change over the course of solving three similar puzzles.

Table 5. Normalized scores on the first three if-else puzzles nos. 1, 3 and 4 as percentages.

Language Semantics Puzzle 1 Puzzle 3 Puzzle 4

C++
(N = 30)

Statement-level 61.67 61.54 58.21

Control-flow 39.38 45.90 38.21

Java
(N = 120)

Statement-level 58.80 55.13
√

57.18

Control-flow 33.13 35.83 35.96

5 Discussion

We analyzed the data of students solving six if-else puzzles in this study. The measure
of statement-level semantics was 55–62% on the three if-else puzzles and 44–61% on
the three nested if-else puzzles. This confirmed our hypothesis RQ1 that students used
statement-level semantics when solving Parsons puzzles.

The measure of control-flow semantics was 33–46% on if-else puzzles and 23–
37% on nested if-else puzzles. This confirmed our hypothesis RQ2 that students used
control-flow semantics when solving at least part of the Parsons puzzles. Students used
statement-level semantics more than control-flow semantics, and more on some puzzles
than others.

We observed that whenever the difference between C++ and Java scores was signif-
icant, C++ scores were greater than Java scores. A simple explanation is that this was a
comparison between two independent samples – C++ students never used Java puzzles
and vice versa. So, the difference may be attributable to differences between the two
groups of students, such as in their level of prior preparation. Since we did not collect
students’ course performance data, we could not verify this hypothesis.

Statement-level and control-flow semantics scores did not increase with practice.
This refuted our third hypothesis RQ3. The tutors did not provide any feedback to
promote the use of semantics. In the absence of such explicit support, the puzzle-solving
strategy of students did not change,much less improve, in spite of the potential of practice
effect.

In this study, we considered only complete and correct student solutions. We did
not consider partial solutions, which may provide additional insights into the use of
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semantics when solving Parsons puzzles. We used solution sequence representation
that ignores intermediate deliberations of students. So, our analysis did not capture any
trial-and-error puzzle-solving behaviors.
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Abstract. Intelligent Tutoring Systems (ITS) environments have the
ability to adapt to each learner’s individual needs and thus provide imme-
diate and personalized instructions, both in content and in form. This
personalization can consider several aspects, such as the interaction, the
level of knowledge, the error, and the affective state of the learner aiming
to improve the teaching strategies. One of the strategies is the possibil-
ity of presenting tutorial interventions when verifying an error made in
solving an exercise, or when detecting that the learner is unmotivated or
frustrated. These tutorial interventions can improve teaching methods
in order to improve performance and the level of knowledge acquired
by the learner. In this sense, this research presents a model that allows
the automatic presentation of tutoring interventions based on identifica-
tion of mathematical error kind committed by the learner, in addition to
inferring his affective state. Experiments were carried out in a real learn-
ing environment, using the proposed model implemented in a fraction
game. In general, the results presented indicate that personalized tuto-
rial interventions favor greater engagement and motivation of learners
and improvement in learning outcomes.

Keywords: Intelligent tutoring system · Tutorial intervention ·
Affective states

1 Introduction

ITS environments can provide individualized assistance, immediate and adapted
instructions through data collection, observation of the learners’ behavior and
actions carried out in the system [26]. The goal is to assist learners and tutors in
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the knowledge acquisition process. In the learning and cognitive processes, affec-
tive states play an important role, directly influencing aspects such as creativ-
ity, attention, decision making, social interaction, perception, and memorization
[1,21,24]. Furthermore, affective states directly impact, positively or negatively,
the learner’s motivation and engagement [18,22]. Learner’s errors, whether due to
lack of concepts knowledge or even inattention, should not be neglected or seen as
something negative [15]. Identifying these errors can help the learner understand
his errors making it possible to correct them in the future: that is, it becomes an
opportunity for knowledge construction [8,23]. The error in the mathematical
field is considered a natural event, common in the learner’s trajectory, regardless
of age and/or performance level [14]. Models or theories about classification of
mathematical errors are presented in studies such as [14,19,23,25,28].

Based on errors, ITS have the opportunity to individually identify the
learner’s difficulties and thus provide a more appropriate tutorial intervention
[15]. These interventions help to prevent the learner from exploring paths that
are not part of the instructional objectives [4]. When automating the tutorial
intervention process, it is necessary to plan and define the time, the type and
how the tutorial intervention’s content will be presented to the learner. As for
the intervention’s timing, according to [27], the ITS can implement an external
loop and an internal loop. The outer loop is performed once per task, while the
inner loop is performed once for each step. The focus of this work is on internal
loop interventions.

In this context, this article presents the MAFint - Tutorial Intervention Affec-
tive Model to ITS. This model allows the automatic presentation of tutorial
interventions from the identification of the type of learner’s mathematical error,
in addition to inferring his affective state. The classification of mathematical
errors developed by [14] is applied to identify the error. The inference of the
affective state, performed by capturing the learner’s facial expression, uses the
representation model of emotions in quadrants developed by [11]. MAFint was
implemented in a fraction game designed for this purpose, and experiments were
carried out in a real learning environment. The results indicate that the per-
sonalized tutorial interventions favor greater engagement and motivation and
contribute to an improvement in learning.

2 Tutorial Intervention Affective Model - MAFint

MAFint has three main processes: identifying the type of error, the inference of
the affective state, and the tutorial intervention classification. Figure 1 presents
the tutorial intervention model that generates interventions based on the iden-
tification of learner’s error type.

The learner answers the exercise (1st) and the model identifies whether the
answer presented is correct or not (2nd). If the answer is correct, the environment
loads a new exercise. Otherwise, the environment performs an analysis to identify
the learner’s error (3a) and simultaneously captures the learner’s facial image
(3b). Immediately after detecting the type of error (3a) and inferring the affective
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Fig. 1. Tutorial Intervention Affective Model - MAFint. Source: [3]

state (3b), a tutorial intervention is classified (3c) and then displayed to the
learner (4th) in the form of a text in natural language, intending to provide help
in solving the exercise in question. After receiving the tutorial intervention, the
learner can solve the exercise again or end the use of the environment (5th). If
it succeeds, the environment loads a new exercise, otherwise, it returns to the
third step.

2.1 Error Classification

For the process of identifying the type of error (3a), the classification of math-
ematical errors developed by [14] was used. At this stage, the possible errors
present in certain contents need to be previously identified, with specialists’
help, to be subsequently organized into a rule base. Based on these rules, the
type of error made by the learner is classified. The types and subtypes of errors
contained in the classification of [14] are: a) Misinterpretation: this type of error
would alert the learner’s difficulty in advancing the understanding of the problem
structure; b) Directly identifiable: this type is subclassified in deficiency errors in
relation to the domain or inappropriate use of data, deficiency errors in the rule,
theorem or definition and deficiency errors in the choice of the correct operator;
c) Indirectly identifiable: this type contemplates the error presented by the lack
of correct logic; and d) Non-categorizable solution: the error that is not included
in any of the aforementioned types will be included in this classification.

2.2 Inference of Affective State

The inference of the affective state (3b) is based on the learner’s facial expression
captured by a standard camera according to the basic emotions of the Ekman
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model [7]. The inference model applied in MAFint uses the representation of emo-
tions in quadrants developed by [11]. The quadrants are formed by the Valence
(horizontal axis) and Arousal (vertical axis) dimensions that were named Q1,
Q2, Q3, Q4, in addition to a Neutral state (QN - Neutral Quadrant), as shown
in Fig. 2.

Fig. 2. Model of representation of emotions in quadrants. Source: [10]

The inference of emotions returns scores for each of the emotions considered
in the model and then maps the scores of the emotions to the respective quad-
rants (Q1: joy and surprise; Q2: fear, disgust, anger, surprise, and contempt;
Q3: sadness; Q4: joy; QN: neutral). The Q1 and Q2 quadrants with positive
activation form the class called agitation, and the Q3 and Q4 quadrants with
negative activation form the class drowsiness. These quadrants combine a set of
emotions that can potentially impact the learning process [11].

3 Tutorial Interventions

For the development of MAFint, initially, a study on the types of tutorial inter-
ventions applied to ITS was carried out. From the works of [6,9,12,13,16,17,20]
a classification of types of tutorial interventions was organized. Table 1 presents
the types and their respective subtypes of interventions.

The completion of this step allowed viewing and organizing the tutorial inter-
ventions based on their characteristics in types and subtypes with the indication
of their application. The presentation of this classification aims to assist in choos-
ing the tutorial interventions to be applied in ITS. The definition of the type
and subtype of the tutorial intervention displayed to the learner must consider
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Table 1. Classification of types and subtypes of tutorial interventions.

the instructional objectives and need to be adapted to the content that will
be worked. Thus, the participation of the specialist in the subject in question
becomes relevant.

4 Experiments

4.1 Methodology

For the purpose of checking the feasibility and the results obtained by MAFint,
experiments were carried out with learners from the fifth year of elementary
school in a real learning environment using a game of mathematical fractions.
The experiments also evaluated the hypothesis that the presentation of tutorial
interventions considering the learner’s error contributes to the resolution of exer-
cises, to improve their performance and provide greater engagement and moti-
vation. There are three experiments: Pilot, Experiment 1 (E1), and Experiment
2 (E2). The Pilot experiment aimed to test the game and the entire framework,
making it possible to analyze, review, and improve the research instruments and
procedures. The experiment (E1) had the purpose of collecting data during the
interaction of the learners with the game, such as errors, affective states, and
tutorial interventions, verifying which interventions most helped them. And the
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last experiment (E2) was applied to assess whether there was an improvement
in learning outcomes using MAFint. In this experiment (E2), the learners also
interacted with the game but were divided into two groups, Control Group (CG)
and Experimental Group (EG). This experiment’s objective is to verify whether
there was a significant difference between the two groups concerning to learning
outcomes.

4.2 Fraction Game

A game about fractions was developed to carry out the experiments. The game
consists of the presentation of 22 fractions operations that considers the four
basic operations: addition, subtraction, multiplication, and division, divided into
four levels of difficulty. These operations were evaluated, adjusted and approved
by the mathematics teachers of the classes involved with the laboratory exper-
iments. An avatar was created and used to guide and present the interventions
to the learners during the game. The game was developed in Python using the
Django framework with the SQLite database. For facial expression recognition,
the API Microsoft Azures Cognitive Services Emotion1, a free tool, was used.

The game implemented the types and subtypes of errors according to these
identified in a list of printed mathematical fractions exercises performed by the
learners. With the help of a mathematics teacher, it was possible to identify and
classify the occurrence of the following types and subtypes of errors, consider-
ing the classification of [14]: 1) Directly identifiable - errors of rule deficiency,
theorem and definition and deficiency errors in choosing the correct operator; 2)
Indirectly identifiable; and 3) Non-categorizable solution.

From the set of 24 intervention subtypes presented in Table 1, six were
selected and implemented in the game to be presented to learners whenever
an answer was not correct. The Feedback type has implemented the Explana-
tory, Diagnostic and Goal or Objective subtypes. The Hints subtypes were Con-
veyed Information, Pointing to, and Directed line of reasoning. The subtypes
Knowledge of the correct answer, Corrective and Contingent response were also
implemented, which are presented after exhausting all attempts by the learner
to answer a fraction operation in the game. The displayed intervention is of the
Feedback type with the indication of the correct answer and the error made or
how it could have solved the question. The choice of subtypes took into account
the content (operations on fractions), how it is presented, and the suitability to
the game model.

4.3 Experiments

Seventy four learners participated in the experiments. They come from the fifth
year of elementary school in two county schools, 27 females and 47 males, aged
between 10 and 12 years. Participated in E1 34 learners. The E2 was divided
into three stages, named pre-test, game, and post-test. Forty learners from two

1 https://azure.microsoft.com/pt-br/services/cognitive-services/emotion/.

https://azure.microsoft.com/pt-br/services/cognitive-services/emotion/


Tutorial Intervention’s Affective Model - MAFint 459

classes participated in these stages, divided into two homogeneous groups, Con-
trol Group (CG) and Experimental Group (EG).

Experiment E1. In this experiment, the learners interacted with the fraction
game. The Table 2 shows an example of an error made by the learner, indicating
the type/subtype of error, type/subtype of intervention, as well as the text of
the intervention tutorial presented to the learner.

Table 2. Operation with error type and subtype and tutorial intervention. Source: [2]

With each new attempt by the learner to answer an operation, the game made
a random choice among all interventions that fit the rules. These rules refer to
the set of information collected from the question itself: Operation, Same or
different Denominators, and comparing the Numerators and Denominators of
the selected answer with these of the correct answer. Through this experiment,
the learners errors, the specific interventions presented, and the affective states
based on their facial expressions were collected. By analyzing these data, it was
possible to observe and identify which tutorial interventions, associated with the
types of errors, helped the learners solve the game’s fractions and monitor their
changes in affective states. Thus, the game was adjusted for E2.

Experiment E2. The experiment was divided into three stages: pre-test, inter-
action with the game of fractions, and post-test. The first stage, the pre-test,
aimed to create two homogeneous groups (CG and EG) for the stage that uses
the fraction game and then for the post-test. For this, from the notes of a list of
fractions exercises printed, the learners were ordered and then divided into two
groups using a random sampling process. Then, the homogeneity of the groups
was verified in the mean (t-test) and the variance (f test). Both tests indicated
homogeneity, with a significance level of α = 0.05, t = 0.2550, and f = 1.0543 (vari-
ance). With these results, each group’s learners were defined (CG and EG) in
each class.

After forming the CG and the EG, the learners participated in the interaction
phase with the fraction game. This step was carried out in the school’s computer
lab. For CG learners, the game features minimal tutorial interventions with two
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categories, correct and incorrect. That is, the game only shows whether the
learner got the operation right or wrong. It presents specific tutorial interventions
for EG learners, such as Tips or Feedback, considering the model developed.
Thus, when the learner selects a wrong answer in EG, the type of error is checked,
the affective state is inferred through facial expression, and then the tutorial
intervention is performed. As the game features different tutorial interventions
for each group, opted to work with the CG and EG learners separately. While
one group was in the computer lab, the other remained in the classroom with
the teacher doing other activities. Thus, two sessions were held with each class,
with an average time of 40 min.

In the last step, the post-test, the learners answered a new list of fractions
exercises printed, and just as in the pre-test, the teacher applied, corrected, and
assigned a grade. It is important to highlight that the post-tests objective was
to compare the pre-test results with these of the post-test to verify whether the
EG’s specific tutorial interventions helped them obtain a better result in relation
to the CG learners.

Two hypotheses were formulated for the experiment. The first hypothesis
verifies whether the EG learner’s post-test note’s average was significantly, at a
level of α = 0,05, higher than the average of the post-test note of the CG. The
second hypothesis formulated verifies whether the application of specific inter-
ventions associated with this work provides greater engagement and motivation
compared to minimal interventions.

5 Results

5.1 Hypothesis 1

For the first hypothesis, average of the post-test notes, the first step was per-
formed using the Shapiro-Wilk test to verify the normality of the data (notes),
which indicated p-value = 0,0046 less than 5% (significance level adopted in the
research α = 0,05), that is, as p-value < 0,05, then the data normality is con-
firmed. A t-test was then applied for independent groups, whose results demon-
strated, with a 95% degree of confidence, with p-value = 0.0348 and t = 1.8674,
that there is a significant difference (α = 0,05) in terms of the average of the
grades between the CG learners and the EG. Thus, like p < α, there is evidence
that this difference is due to the specific tutorial interventions presented to the
EG that helped learners achieve a better learning outcome.

From the grades obtained by the two groups’ learners in the pre-test and
post-test, it was possible to observe that the CG post-test mean higher than
the average of the pre-test. However, this difference is not statistically signif-
icant (p > α), with a confidence level of 95% (α = 0,05), p-value = 0,0660 and
t = 4,0652. Thus, there is an indication that minimal interventions have not
helped learners to acquire concepts. It is also observed that the mean of the EG
in the post-test was higher than the average in the pre-test. A significant dif-
ference (p < α), with a confidence level of 95% (α = 0,05), p-value = 0,0006 and
t = 6,2084. Thus, it can be seen that there is evidence that there was a greater
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performance of the learners of the SG in relation to the CG. The paired t-test
for dependent samples was used to analyze these data.

5.2 Hypothesis 2

Some information will be presented to answer the second hypothesis. A total of
1361 occurrences of affective states were recorded during the game. Of these, 1244
(92,1%) are identified occurrences. It was possible to infer the learner’s emotion
through facial expression and map in the corresponding quadrant, according to
the approach of representing emotions by quadrant. The number of unidentified
occurrences was 117 (8,6%). The main reasons for not identifying the face were
the learner’s position in relation to the camera, the hand in front of the mouth
or face. The average number of affective states per learner was 31,1, with a
standard deviation of 6,4. The quadrant with the highest number of occurrences
of affective states was QN, in both groups, with 94,4% for the CG and 84,8% for
the EG. The predominance of this affective state was expected for this activity
and is in lined up with the results of other works in this area [5,11]. In the
sequence, the Q1 quadrant presented 2,5% of occurrences for the CG and 9,7%
for the EG. This means that EG learners obtained more occurrences in the
Q1 quadrant in relation to the CG. This quadrant identifies affective states’
occurrence such as joy, engagement, and motivation, both of which are desired
to improve the experience and learning results. The Q2 quadrant registered 1,6%
for the CG and 2,8% for the EG, and the Q4 quadrant registered 1,6% for the
CG and 2,6% for the EG. No occurrences were recorded for Q3.

Table 3 shows the number of occurrences of interventions for each group.
These interventions were presented to EG’s learners whenever the response
selected for an operation was incorrect. The EG obtained a percentage value
of 35,5% of correct answers using specific interventions in relation to the total
occurrences of the group and 64,5% of errors. The CG obtained 24,2% of correct
answers using minimal interventions and 75,8% errors in relation to the total
number of occurrences. It is observed that the learners of the EG had more suc-
cess than the learners of the CG. This indicates that the interventions received
by EG’s learners helped to solve the fractions operations of the game in relation
to the other group that did not receive the same interventions.

Table 3. Total interventions - E2. Source: [3]
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Table 4 shows the quadrant changes by type of intervention in each group. It
is also possible to observe that EG’s specific interventions obtained a higher per-
centage (36,7%) in relation to the minimum intervention of the CG (11,4%). This
information indicates that specific interventions, such as Hints and Feedback,
presented to the EG in this context helped the learners remain more motivated
and engaged than the CG learners who received minimal interventions.

Table 4. Change of quadrant x intervention. Source: [3]

The most significant change was from the Q1, Q2, or Q4 quadrants to the
QN quadrant. The specific interventions of the type “Hints” and “Feedback”
of the EG generated 18 changes from some quadrant to Q1. In addition to
maintaining 12 times the quadrant Q1 after the intervention. There were six
occurrences of changes in different quadrants to Q1 from interventions of the type
“Feedback” and nine occurrences of interventions where the learner remained in
Q1. In EG, there were 12 occurrences of changes in different quadrants for Q1
from interventions of the type “Hints” and three occurrences of interventions in
which the learner remained in Q1. As for the CG, there were only five changes
from one quadrant to Q1 from a minimal intervention (right/wrong), and there
was no occurrence in which the Q1 quadrant remained. From this result, it is
possible to conclude that the second hypothesis was met.

6 Conclusions and Future Work

In this article, an experiment was presented with learners from the fifth year
of elementary school applying a game of mathematical fractions, in which, from
the identification of the error type in the fractions operation, a specific tutorial
intervention was presented to the learner: “Hints” or “Feedback.” The affective
state was inferred for each response of the learner to verify if these interventions
contribute to a greater engagement in relation to a minimum intervention.

From the results presented, it is possible to observe that the EG learners
obtained a higher percentage of correct answers in relation to the CG learners.
This indicates that the interventions presented to EG’s learners helped solve the
fractions operations of the game in relation to the CG that received minimal
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interventions. The results also indicate that specific interventions contributed to
a more significant occurrence of change and permanence of learners in quadrant
Q1 represented by emotions such as joy, motivation, interest, and engagement,
which favor and have the potential to impact the learning process positively. The
results also indicate an improvement in learning outcomes that may be due to a
better motivational state.

An indication of future work is to map the game’s events to allow the inference
of the learner’s cognitive affective states. Another recommendation is to integrate
to MAFint that the affective state inferred by the representation of quadrants
should be considered for the tutorial intervention’s indication. In this way, the
intervention would be presented based on the error and the learner’s affective
state.
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em múltiplas representações externas e classificação de erros aplicada a objetos de
aprendizagem inteligentes. In: Brazilian Symposium on Computers in Education
- SBIE, vol. 23, pp. 1–10. Anais do 23◦ Simpósio Brasileiro de Informática na
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Abstract. Programming online judges (POJs) are autograders that
have been increasingly used in introductory programming courses (also
known as CS1) since these systems provide instantaneous and accurate
feedback for learners’ codes solutions and reduce instructors’ workload
in evaluating the assignments. Nonetheless, learners typically struggle to
find problems in POJs that are adequate for their programming skills.
A potential reason is that POJs present problems with varied categories
and difficulty levels, which may cause a cognitive overload, due to the
large amount of information (and choice) presented to the student. Thus,
students can often feel less capable, which may result in undesirable affec-
tive states, such as frustration and demotivation, decreasing their perfor-
mance and potentially leading to increasing dropout rates. Recently, new
research emerged on systems to recommend problems in POJs; however,
the data collection for these approaches was not fine-grained; impor-
tantly, they did not take into consideration the students’ previous effort
and achievement. Thus, this study proposes for the first time a pre-
scriptive analytics solution for students’ programming behaviour by con-
structing and evaluating an automatic recommender module based on
students’ effort, to personalise the problems presented to the learner in
POJs. The aim is to improve the learners achievement, whilst minimis-
ing negative affective states in CS1 courses. Results in a within-subject
double-blind controlled experiment showed that our method significantly
improved positive affective states, whilst minimising the negatives ones.
Moreover, our recommender significantly increased students’ achieve-
ment (correct solutions) and reduced dropout and failure in problem-
solving.
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1 Introduction

Programming Online Judges (POJs) are automatic code correction environments
that are typically used by students to improve their programming skills and/or
train for programming competitions [26,40,41,46,47]. The adoption of these
environments by instructors and institutions has increased in the last few years
in introductory computing (so-called ‘CS1’) classes [36,41]. Typically, in educa-
tional scenarios, students code in an integrated development environment (IDE)
tied to a POJ [7,36]. Students then design their algorithms in the IDE and sub-
mit them to be evaluated by the POJ system, which provides them real-time
feedback based on a case test analysis [7,34,39,41,44].

Alongside the growing popularity of POJs, data within theses systems are
gaining attention [6,7,13,14,28,29,31–33,39,41,46]. Despite the notorious bene-
fits of POJs in education, these systems are not able to recommend the appropri-
ate problems for the students, which may impact on affective perception, leading,
over time, to affective states such as frustration [8,24,38,44,45]. Frustration has
been shown to be directly related to the amount of effort a student needs to
spend to solve a problem and may even lead to dropout [1,22,25,30,38]. This
happens due to effort being intrinsically related to the students’ confidence, com-
petence and consequently affecting their motivation [19]. According to [5], the
learners’ effort can be measured by the amount of energy and time they expend
to meet the academic requirements. [19] explain it is necessary to measure effort
to assess students’ motivation and satisfaction. Moreover, a good balance of
effort required to solve tasks is related to increased achievement [12].

To adapt the programming problems to the students’ effort, Recommender
Systems (RS) appear as a viable solution [39]. RS are environments used to
identify and provide content based on rules designed from user data. These
systems have been widely used in educational scenarios [2,39,44]; however, few
studies have tackled ways to provide recommendations based on a deep analysis
of user behaviours. Specifically in the scope of programming learning, there are
only a few studies available in the literature proposing methods to recommend
problems in POJs, and such studies typically make the recommendations only
based on students’ attempts and results from the submissions to the POJ [39,44].
Notice that a deep behavioural analysis of fine grained data is crucial to make
appropriate recommendations [20].

As such, in this work, besides the variables previously used in the literature
(attempts and results from submissions), we also track how students solve prob-
lems in the embedded IDE of a POJ and construct a holistic set of fine-grained
features to represent the effort expected to solve a given problem. Using these
features, we make a recommendation based on the following hypothesis: if a stu-
dent s solves a given problem p (which we call a target problem), our method
recommends a problem p’ that requires an effort to be solved similar to that of p,
assuming the student s would be able to solve the problem p’. Through explor-
ing this hypothesis, we believe that the recommendations will minimise stu-
dents’ negative affective states, whilst maximising the positive ones, as the prob-
lems recommended will not require a disproportionate effort from the learners.
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In addition, as aforementioned, effort has been related to students’ achievement
in other fields beyond POJ [12,34]. Hence, our second hypothesis is that our
recommendation based on expected effort will increase the student achievement
and decrease dropout and failure rate in problem-solving. Thus, this work aims
at solving the following research question: Does personalised recommendation
based on effort influence the students’ affect and achievement in online judges?

2 Related Work

Programming is learned by doing, that is, students need to solve many problems
to improve their skills and a POJ is a suitable tool for practising [34,41]. How-
ever, given the huge amount of problems available in this system, frustration,
confusion and other negative affective states might be triggered when learners
are searching for problems or solving inadequate questions [39,44]. Thus, in this
section, we analyse studies that propose methods for the automatic recommen-
dation of problems or pedagogical material in automatic assessment systems.

In this sense, [9] conducted a study mapping code submitted by a group
of students to create a code profile that provided personalised instructions,
which was based on previous recommendations made by humans. Through these
instructions, the authors suggested that it was possible to reduce difficulties
faced by students. They used a multi-label k-nearest neighbour technique to
recommend a topic of programming for the student. For instance, after solving
a given problem using the “if-then-else” structure, the recommender could sug-
gest problems using “loops”. However, this recommender presents a generic list of
problems based on the topic. In this sense, students were still responsible for find-
ing problems that they thought were closest to their programming skills. Here,
using our hypothesis, our novel behavioural-based model recommends directly
the problem to the student, not the programming topic. Moreover, POJ ques-
tions are typically not annotated with the topic and, hence, a human endeavour
would be needed to apply manual annotations of topics [15].

Following, [8,17] proposed to extract information from codes to choose the
suggestions for students learning programming. [17] created an RS that provided
hints during the solving process, using techniques such as term frequency–inverse
document frequency to represent similarities. [8] created an RS that suggested
learning materials to help teachers in designing courses. Different from [17] and
[8] who focused on tips about learning materials, we used data-driven behaviour
analysis to infer the knowledge and effort of the students based on the data logs
generated through real-time execution.

[44] and [39] used learner behavioural data for automatic recommendation
of problems in POJs. [44] proposed an RS that recommends problems based on
a collaborative approach. They used a binary matrix as a basis for the recom-
mender. [39] proposed a learning path recommendation system based on learner’s
submission history in an online judge. However, these authors [39,44] considered
only the number of attempts and results from the submissions as features. In
this work, we extend the features that were used in previous works and others
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that were extracted from the codes submitted and fine-grained log data, includ-
ing self-devised features. Moreover, different from all of them, we evaluated our
method with real learners and checked their affective states and achievement
rates when solving the problems.

In brief, none of the previous studies performed an analysis of effort consider-
ing such fine-grained set of features to design a behavioural recommender model,
as a way to personalise the recommendations in POJs. Moreover, for the first
time, to the best of our knowledge, our RS provides problems adapted to the
students’ skills, and we measured the resulting achievement rate and affective
states when solving our recommended problems.

3 Materials and Methods

In this section, we present the methods and tools used in this study, describe the
data collection process, feature extraction and architecture of the RS, as well as
the evaluation method for this study. Following, we present the instrument and
data collection process:

– Instrument: We used a POJ called CodeBench1, a home-made POJ sys-
tem designed by the Institute of Computing team from Federal University
of Amazonas, Brazil. Codebench allows teachers, instructors and lecturers to
provide assignments for students to develop their programming skills. More-
over, students can perform self-direct learning. Once an answer for the prob-
lem is submitted, the system provides a real-time feedback. This system also
includes an online IDE, where students can write and execute their codes.
Some other features are management of classes, social interactions between
students and lecturers, and learning materials sharing. All these character-
istics are common in other POJs such as URI online judge [4], UVA online
judge [37], and others.

– Data collection: We collected data from CS1 courses that were offered dur-
ing 6 semesters (from 2016 to 2018). Students had to solve seven sets of
exercises using Python. Each set of exercises is related to one of the following
topics: (1) variables; (2) conditionals; (3) nested conditionals; (4) while loops;
(5) vectors; (6) for loops; and (7) matrices. Furthermore, learners could solve
other problems as wanted (self-direct learning). All the students solved the
problems using the IDE provided in the POJ CodeBench. We collected data
from 2,058 students that generated 535,619 code submissions to solve these
exercises. Students’ keystrokes were recorded in their logs on the server side.
These log files are the sources of our extracted fine-grained features related
to the students’ behaviour to be used as input into our data-driven approach.
With the data from the student’s logs, we will represent the expected effort
for the student to solve the programming problems.

1 codebench.icomp.ufam.edu.br.
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3.1 Behaviour-Based Recommender System Based on Effort

Students’ effort is the amount of energy and time learners expend to meet the
academic requirements [5]. In this work, we represent the student effort expected
to solve a given problem as the aggregation of students’ procedural and intel-
lectual effort [5] combined with consolidated code metrics [27]. The procedural
effort is related to how students succeeded (e.g. proportion of solved questions)
in the assignment and the intellectual effort is related to how much energy the
students used to solve the problems (e.g. number of attempts, time spent). The
code metrics (e.g. number of loops) come from the software engineering field and
are used to measure the learners’ effort in building their code solutions.

Notice that effort is a psychological construct and, therefore, there is no
standard way to measure it. In other words, there is no standardised scale that
will measure how students efforts are used to solve problems [16]. In these cases,
there is a need of features that may be used to indirectly measure one’s effort.
In addition, we need to define some observable, recordable measures that reflect
the construct, called the operational definition of the construct. As such, we have
established an operational definition to compute the expected effort to solve a
given problem, using features that have already proved to be efficient in the
literature [7,18,27,34,42,44] and code metrics established in software engineering
to measure the effort of programmers in the development process.

We extracted these features from the students’ logs and codes and further
processed them, e.g., extracting the average number of students’ attempts for
each problem, average number of lines of codes for each problem, etc. Thus, our
observable, recordable measure to represent the effort is represented via the fol-
lowing features: noAttempts - proportion of users who didn’t try to solve a given
programming problem [34,43]; unsucNoRes - proportion of users who failed to
solve a given programming problem with a few attempts [34,43]; unsucRes - pro-
portion of users who tried hard, but failed to solve the problem [34,43]; sucNoRes
- proportion of users who solved the problem with a few attempts [34,43]; sucRes
- proportion of users who tried hard and managed to solve a given problem [34];
attempts - average of students’ attempts to solve a given problem; IDEUsage -
average resolution time of student on the Online IDE to solve a given problem
[13,34]; contCicle - average number of loops from submitted students’ codes for
a given problem [27]; contCondition - average number of conditional structures
from submitted students’ codes for a given problem [27]; cyclomaticComplex-
ity - average cyclomatic Complexity from submitted students’ codes for a given
problem, where cyclomatic Complexity represent the source code as a control
flow graph, corresponding to the number of independent paths of this graph [27];
events - average log lines of problems solved [34]; nDistinctOperands - average
distinct arithmetic operands in the source codes; nDistinctOperators - average
distinct arithmetic operators in the source codes; quotientError - average of
repeated mistakes made by the students [18]; quotientWatson - attribution aver-
age penalties for mistakes made in a short period of time [42]; sloc - average
lines of code sent in the online code edit [27]; sucessAverage - average prob-
lem submissions assessed as correct [13]; test - average number of times the
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student tested the source code [13]; totalOperands - average operands in the
source codes; totalOperators - average operators present in the source codes;
variables - average number of of variables in the source code [34].

We use such a large set of features to measure effort following [5], who
explains that effort should be measured by a wide range of variables and expec-
tations. Using this set of features forms the input data-driven behaviour for our
Behaviour-based Recommender System (BRS) based on students’ effort. The
similarity between the recommended problem and the target problem is com-
puted through nearest neighbour analysis, using cosine similarity as distance
metric. We use this technique to support our first hypothesis that considers that
a student s is able to solve a (recommended) problem p’ of a same or similar level
to a previously solved one p (target problem). As such, the nearest neighbour
analysis is playing the role of matching the target and recommended problem
by analysing the problems’ similarities.

4 Evaluation of the Recommender Model

4.1 Participants

For the evaluation of our BRS, we recruited students who had already done intro-
ductory programming, from the Federal University of Roraima (UFRR), Brazil,
due to convenience sampling, and since these students had already experience of
learning with POJs, and could much easier and faster understand the purpose
of the study. We have sent a message to computer science students from UFRR,
explaining our research goals, asking for volunteers to participate in a 10-min
phone call, scheduling calls for all who replied. Before the evaluation, we have
explained the study to the learners and obtained their consent to participate. In
total, 15 students agreed to participate of the experiment.

4.2 Measures

For each recommended problem, we asked the participants to make a comment
about the effort required to solve the target problem and the recommended prob-
lem. Thus, we could evaluate manually the affective states within the comments
based on the most frequent affective states when solving problems [10], which
are boredom, confusion, engagement, neutral, and frustration. Besides that, in
our context it is also crucial to evaluate when the learner is satisfied with the rec-
ommendation. Therefore, we included happiness, as [11] explain that happiness
is a typical affective state presented when students are satisfied when solving
problems. In Table 1, we summarise and describe all affective states used in our
analysis.
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Table 1. Affective states used to evaluate learner’s comments

Affective state Description

Boredom Uninterested in the current recommended problem

Confusion Poor comprehension of the problem, attempts to
resolve erroneous belief

Engagement Student motivated to solve the current problem
recommended

Neutral No visible affect, at a state of homeostasis

Frustration Problem recommended was not as expected, that is,
more difficult or easier

Happiness Satisfaction with the recommendation, feelings of
pleasure about the problem

We further use a data-driven approach to evaluate the recommendations in
terms of achievement using the following metrics: i) achievement rate, which is
the proportion of correct submissions over all submissions; ii) failure rate, which
is the proportion of incorrect over all submissions; and iii) dropout rate, which
is the proportion of recommended problems that were not attempted by the
students over all problems. It is worth mentioning that students were free to
execute and submit solutions for the recommended problems as many times as
they wished, i.e., there was no limit of attempts set for recommended problems.

4.3 Experimental Manipulation

To evaluate the BRS itself (experimental treatment) we compared the person-
alised recommendation with a random recommender (control treatment). We
called the second one Random Recommender System (RRS) because the input
is known but not the output, which means that given a target problem, the RRS
recommends the next problem(s) by performing a random selection of questions
from pre-determined lists of problems selected by instructors. Instructors created
these lists for students on CS1 courses, so they are real-life recommendations.
The comparison between the BRS and RRS was conducted through a within-
subject double-blind controlled experiment, where neither students nor authors
knew which treatment (BRS or RRS) they were receiving.

Thus to conduct our experiment, we created two personalised lists of recom-
mendations using each recommender method (BRS and RRS). Each personalised
list comprises 8 problems, totalling 16 (2 × 8) problems per student, containing
12 recommendations and 4 target problems, totalling 180 recommendations (i.e.,
12 × 15) to be evaluated. Each student had their own personalised list split into
2 groups, with each group containing 4 problems. The first group was composed
of easy problems, whilst the second one of intermediate problems. The first ques-
tion of each group was a target problem (TP1 and TP2) that was selected by the
authors of this study in collaboration with lecturers and professors of program-
ming. These target problems act as a starting point to balance the RS towards
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generating the recommendations, as a way to deal with the cold-start problem
[21]. After the target problems, we have sequenced 3 automatic recommenda-
tions based on each target problem. Thus, we constructed the personalised list
of recommended problems for the participants as follows: TP1 → R1, R2, R3 and
TP2 → R4, R5, R6.

Doubtlessly, target problems were not included as part of the recommenda-
tion. For the easy target problems, we chose sequential and conditional problems
(if...then...else), whereas for the intermediate problems we selected problems that
use repetition structures (loops), vectors, strings and matrices. To personalise
the recommendation for each student, we selected five different target problems
for TP1 and TP2. Moreover, we calculated the 10 nearest neighbours for each
target problem, so that we had 10 different recommendations for each target
problem. After that, we randomly assigned 3 out of the 10 nearest neighbours
of a given target problem to compose the above recommendations.

5 Results and Discussion

We performed a qualitative analysis of the students’ comments2 over the rec-
ommended problems to identify their affective states. To perform that analysis,
two authors independently classified each comment based on the affective states
presented in Table 1. Subsequently, we performed a Kappa Cohen Test to check
the agreement level and, as a result, we achieved 0.83, which is considered a high
level of agreement [3]. For the cases of disagreement, another author acted as
the third judge. Using this classification, Fig. 1 (left) shows the affective states
present in the comments about the recommendations for each method. Com-
paring the methods, we can see a clear difference in terms of happiness and
frustration (as affective measures - see Sect. 4.2). Indeed, the difference is sta-
tistically significant (p − value < 0.05, χ2 - even after Bonferroni correction),
which reveals that our method maximises the positive affective state (happiness,
related to satisfaction), whilst minimising frustration.

Analysing each affective state in isolation, we observe only few neutral com-
ments, which makes sense, since the students’ comments about the recommen-
dations tend to be pragmatic, that is, they usually stated that they were satis-
fied with the recommendation (happiness) or that the recommendations did not
require the same effort as the target problems (frustration). Moreover, we can
observe that boredom and engagement were not assigned for any comment. A
possible reason is that the students may not have experienced an aversive state
to the activity nor have felt sufficiently engaged as they treated the recommen-
dations as an experiment and not as an usual learning activity.

Another affective state that occurred with a relatively low frequency (N =
21) was confusion. In total, there were 11 cases of confusion in the RRS and 10
cases in the BRS, which reveals a balance in relation to this state. This affective
state occurred when students did not understand the problem statement, or the
way in which the outputs of their codes should be presented in order to pass,
2 www.dropbox.com/s/uxkvhohvuo1itmq/comments english.xlsx?dl=0.

www.dropbox.com/s/uxkvhohvuo1itmq/comments_english.xlsx?dl=0
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Fig. 1. Affective states classified based on learners’ comments (left) and analysis of the
recommendations submitted to the POJ (right).

for each test case. To illustrate, in some comments, students reported that their
codes were correct, but the POJ did not judge them right because, apparently,
the test cases were pointing out an error that they could not find. [41] state that
this phenomenon can happen, as test cases are analysed by comparing strings,
so if the student forgot a line break in a print command, then the problem
can be assessed as wrong, even with the logic being right. Nonetheless, notice
that this is a limitation of the way in which POJs assess exercises and not a
limitation of our recommender method. Similarly, a poorly designed question
(which can cause confusion) is out of the scope of our method. Still, these cases
of confusion may have slightly influenced the failure rate and dropout in both
methods. However, as there are almost the same number of confusion cases for
both methods, their influence potentially weighed equally.

For happiness, there are 28 cases in our baseline, whereas 60 in our method,
more than double. In addition, there were 47 cases of frustration in the RRS,
whilst 19 in our method. This is a first evidence that our method is mitigating
frustration, whilst maximising the students’ satisfaction (i.e. happiness), sup-
porting our first hypothesis that the recommendations will minimise students’
negative affective states, whilst maximising the positive ones, as the problems
recommended will not require a disproportionate effort from the learners.

After this qualitative analysis of the student affective states, we analysed
the achievement of learners when solving the recommended problems. Figure 1
(right) shows the results for each method in terms of three rates: achievement,
failure and dropout. When the students solved the problems recommended by
the BRS, 60% of their submissions were assessed as correct (achievement rate),
whereas using the RRS, the achievement rate was of only 25%. In terms of fail-
ure rate, only 14% of students’ solutions were not accepted within the BRS,
against 24% within the RRS. Indeed, these differences are statistically signifi-
cant (p − value < 0.05 - χ2test, even after Bonferroni correction). Thus, these
results indicate that for the RRS, the effort required to solve these problems is
much higher than that used for the target problems. Furthermore, this evidence
suggests the importance of recommending problems that are more appropriate
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to the students’ efforts, so as not to lead them to a low achievement rate and,
hence, to frustration. Additionally, something worth noting is that for the RRS,
students had a high rate of untried problems (51% of dropout rate), whereas for
the BRS this was only 26%. These findings support our second hypothesis that
recommendation based on effort expected will increase the student achievement
and decrease dropout and failure rate.

About the difference in terms of dropout and failure rate, we can state that
this is another confirmation that the problems recommended by the RRS either
required more effort from learners or were more complex to the point where the
students did not even try to solve them. Such high dropout rate from the RRS is
a clear evidence of students’ frustration in trying to solve problems not adequate
to the effort expected, here, the one applied to the target problem. Other reasons
that may have led the student not to try may be either the lack of understanding
of the problem (confusion) or the lack of skills. Nonetheless, the target problems
for each method are, respectively, an easy and intermediate problem. As such,
if the RS works well, the first group of recommendations should comprise only
easy problems, and the second group of recommendations should contain only
intermediate problems. Consequently, the lack of skills to solve the problem
should not have been present, as all the students who solved the recommended
problems (via both methods) had already done introductory programming and
were able to solve easy and intermediate problems. So, what likely happened
was some bad recommendations in both systems, proportional to the students’
dropout rate and failure rate. Notice that BRS was statistically superior in terms
of achievement rate, failure rate and dropout rate, which likely means that the
recommendation of the BRS were more suitable to students effort.

6 Pedagogical Implications

In summary, it is worth noting that our BRS shows potential to support pro-
gramming classes for learners and for instructors who use POJs.

For the student, our recommender mitigates the burden of searching for prob-
lems that are adequate to their knowledge level and skills, capable of enabling
self-directed learning in POJs. Moreover, our results showed that students felt
less frustration and more happiness when completing assignments recommended
by the BRS. Mitigating and improving frustration and happiness, respectively, is
important to improve learning outcomes. Thus, this finding implies the usefulness
of our proposed recommendation approach shows its potential to enhance learn-
ing experiences in solving programming assignments. Additionally, our finding
about the students’ achievement implies the stringent need to provide adequate
recommendations for programming students to practice.

Finally, instructors typically need to create variations of programming assign-
ments lists for different classes, in order to avoid plagiarism, for example. Using
our method, considering each problem in a list of exercises already created by
a instructor as a target problem. By generating N recommendations for each
of these problems, we can automatically compose N new lists of exercises that



476 F. D. Pereira et al.

require effort and knowledge similar to those required to solve the original. Thus,
the instructor’s workload to design new programming assignment lists is signifi-
cantly reduced.

7 Conclusions, Limitations and Future Works

The evidence we found in our qualitative analysis is aligned with the achievement
rate analysis, supporting our hypotheses that, in general, new recommendations
require a similar level of effort to the target problem. Indeed, the higher level of
frustration in our baseline is potentially the driving factor that lead to such a high
dropout and failure rate in problem-solving, whereas the higher rate of happiness
might be related to the high achievement rate in our method. Thus, supporting
our second hypothesis that the affective states influences achievement, defined
here in terms of lower failure and dropout and higher number of problems solved.

Notice that human responses may be subject to bias [5], as it is difficult
to control human attitudes and behaviour, even in a controlled experiment.
Thus, the way we evaluated our recommendation method was designed to reduce
potential biases. That is, besides the comments analysis, we also evaluated the
students’ interaction with the POJ and the problem solving process. In future
works we envision to evaluate the effect of our methods for teaching and learning
introductory programming by employing our method in real CS1 classes.

Finally, effort required to solve a given problem depends on the previous
knowledge acquired by the learner about the topic of that problem. To illus-
trate, if the student already knew how to manipulate vectors using Python, it
is easier for them to code a vector sum, as the numpy module allows summing
up vectors as scalars. However, for a student who had no prior knowledge of
vector manipulation with numpy, the effort to learn would be greater. The way
effort was modelled in our BRS does not take into account this prior knowledge
that the student would have about the topic. Thus, a potential limitation of our
BRS is recommending a vector sum problem for a student who is learning how
to sum scalars. As a way to solve that problem, in future works we envision
to take into consideration topics of problems, and merge this study with other
work we have on the topic of automatic detection [35]. Additionally, according
to our first hypothesis, the problems recommended by our BRS tend to require
similar effort of the target problem. However, students would not progress if the
effort required to solve the next recommended problems does not increase. To
deal with this, we also intend to merge this study with our work about detecting
the difficult level of programming problems [23], so that we can create a mecha-
nism to progressively increase the effort required to solve problems when making
recommendations.
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código. In: Anais do XXXI Simpósio Brasileiro de Informática na Educação, pp.
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Abstract. Assessment is one of the most important issues in terms of learning. A
new challenge in the field of assessment came in the long periods of learning on
online platforms. In this paper we propose a model for generating evaluation tests
consisting of questions that have statements, keywords and answers. The genetic
algorithm that generates the tests will use the keywords to rank the tests through
the fitness function. Once the test that maximizes the number of keywords in the
initially given list is generated, it can be used for evaluation by the teacher through
various mobile applications, web, etc. The implementation of the algorithm in the
paper was done using the Java language. The visual application at the end of the
paper highlights the results of the presented algorithm.

Keywords: Genetic algorithm · E-learning · Chromosome · Education ·
Assessment

1 Introduction

Assessment is an important component in the learning process. Especially, with the
pandemic situation in 2019–2021, the usefulness of using online platforms-based learn-
ing systems has proved essential. Testing the knowledge acquired in the courses is a
intensely debated topic at present, studies such as those in [1, 3] and [10] present the
main aspects covered by them. In [13] and [14] the mechanisms used in the evaluation
of learning are presented. A possible method to verify the knowledge of students in
certain courses is the use of tests consisting of questions, which involves selecting one
option from a group of possible answers. Learning platforms have implemented various
ways of creating tests, but these are generally based on the teacher building the tests as
presented in [3, 4] and [12].

This paper aims to provide a way to create a test consisting of a fixed number of
questions selected from a database using keywords that are associatedwith the questions.
Because the number of questions used in tests can be in the hundreds or even thousands,
we cannot use exponential complexity generation algorithms (for example those that use
the backtrackingmethod) and that is whywe used genetic algorithms, even if the solution
is approximate (the optimal condition is not checked in all cases, but converges to it).
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These algorithms are used in many areas where we have to select subsets of elements
that roughly fulfill an optimal property from a set with many elements. In [2] and [11]
models for generating such tests based on genetic algorithms are presented. Depending
on the objective pursued by the evaluating teacher or on the hardware and software
resources available to teachers and students, once created these tests can be used through
online access platforms, web and mobile services, aspects that are presented in detail in
[4] and [9].

We started from the premise that the teacher uses a great amount of questions to create
a test, the questions naturally being created in parallel with the lectures on the sections
of the course. These questions are characterized by: ID (natural identification number),
statement (text), answer options (we used 3 options in implementing the algorithm), the
correct variant and keywords associated with the question. Compared to existing models
based on genetic algorithms, described in articles such as [5, 8] or [6] - the novelty of
the model presented in this article is related to the fact that we associate all questions
with a list of keywords (generally small number: 1–3 keywords most of the time) and
test a general list of keywords. The test is generated by the application presented in
this article in order to contain (in the keywords of the questions) as many keywords
as possible from the general list associated with the test (entered by the teacher in the
application). The idea presented can be useful in other types of learning such as those
based on blocks in interactive visual programming environments (Mindstorms, Scratch,
etc.), aspects described in the article [7]. In addition, with small changes the algorithm
can provide more tests with the property of maximizing the number of keywords in the
overall list.

2 The Elements of a Test and the Conditions It Must This

During a course, the teacher identifies the most important notions (referred to as key-
words) and uses them to create questions with answer options (one or more of them
being true). These will be entered into a database. The information for a question will
be:

– ID (unique natural questionidentificationnumber)
– Statement (text withthe content of thequestion)
– Keyword list
– Answeroptions (in theimplementation of ouralgorithmwewilluse 3 variants)
– Correctansweroption

For example, if we are in the Data Structures course a possible question could be
defined by the information:

– 23
– If initially the stack S is empty, after the operations: Insert 10, Insert 304, Delete,
Insert 11, Insert 13, Insert 10, Delete, what are its elements (in the correct order)?

– Stack, Delete, Insert
– a) 10, 11, 13 b) 13, 11, 10 c) 10, 13, 11, 10
– b)
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Thus, at some point we can use the questions created to build a test based on a list of
keywords. An example of a keyword list associated with a test for the Data Structures
course could be:

Stack, Queue, Set, Binary Trees, Insert, Delete.
To make it easier to use the questions when creating a test in the algorithm, the ID

will be used because it is a unique number in the database that contains the questions.
Thus, if we have 100 questions with IDs 1, 2,…, 100 a test with 7 questions could be
defined by the sequence of IDs: 13, 89, 4, 99, 45, 8, 11. We will take care to generate a
test that maximizes the number of keywords that appear in the list associated with the
test (chosen by the teacher before generation). A simplified diagram of a system model
for generating such a test is shown in Fig. 1.

DataBase with 
questions

Input for test:
-number of questions
-keyword list

Test Generator 
with genetic 

algorithm

Input Generator:
-Population size
-Number of generations

Test for
students

Fig. 1. Model for generating a test system

3 Algorithm for Generating a Test

For the Genetic Algorithm used in this section we use the form described in the book
[15] or papers [5, 8]. Firstly, we will define the main notions that will be used in the test
generation algorithm.

Definition 1. A question q (id; st; kl; as; ca) is an object composed of the next
components:

the identification number of the question id;
the statement st;
keyword list kl;
answers list as;
correct answer ca.
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Observations 1

• Question identification number id;
• The test that the algorithm will generate will contain nt questions
• klt is the keyword list that will be used for the test
• A test T (S, nkl) is a set of questions qi, i = 1, |S|, where S is the set of questions that

forms the test and nkl is the number of keywords in klt that appear in the keyword list
of a question in S:

nkl = |{kw ∈ klt| ∃ q ∈ S : kw ∈ kl from q}| (1)

Definition 2. Given the database question list Q, the keyword list klt and nt a natural
number less than or equal to |Q|, a chromosome C is an list with nt components. The
components of the list are question numbers in the Q list, called genes (numbers from
the set {1, 2, …, nt}).

Observations 2

a) In a test aquestion can not appear several times and therefore the components (genes)
of a chromosome are distinct.

b) The genes of a chromosome uniquely define a question and so any test is defined by
a chromosome.

c) Using the specifications in the definition from a C chromosome we obtain the test
T (S, nkl), where S is the set of questions from the list Q, which have indices equal
to the genes in C, and nkl is the number defined by the relation (1).

d) In order to obtain a ”good” test, nkl must be as close as possible to the number of
elements of the klt list. If nkl = klt, then the test obtained is ”verygood”.

Definition 3. For a C chromosome, the value of the fitness function will be the number
nkl, given by formula (1) representing the number of keywords in the list given by the
teacher for the test, which are found in the test obtained from chromosome C.

Observation 3
The fitness function that measures our chromosome quality can be supplemented

with other conditions when comparing them. Thus, if two chromosomes have the same
fitness value function, then a new condition can be added, such as the number of keywords
in the test associated with the ”considered better” chromosome that are not on the klt
teacher’s list to be lower.

Definition 4. Given a chromosome Ci (i = 1, |NC|) and random positions a and b (a, b
= 1, |S|), the mutation operation is defined as the shift of the genes found on the positions
a and b.

Definition 5. Given two chromosomesCi andCj and a random position p, the crossover
operation is defined as a succession of steps as follows:

The two chromosomes are split at the position p.
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The first part of the chromosomeCi is combined with the second part of the chromosome
Cj and the first part of the chromosome Cj is combined with the second part of the
chromosome Ci.
Two new chromosomes Ci

′ and Cj
′ are obtained, as follows:

C ′
i = (gi1 , gi2 , . . . , gip−1 , gjp , . . . , gjS ) (2)

C ′
j = (gj1 , gj2 , . . . , gjp−1 , gip , . . . , giS ) (3)

Input data:
-Number of questions from test
-Population size
-Number of generations (ng) 
-List of keywords for test

Randomly generate initial 
population

Randomly generate initial 
population

i = 1

Sorting chromosomes in 
the population using the 

fitness function

Yes

i<ng

Keep best first 
e% of population 
in the new genera-
tion (“elitism”)

Single point cross-
ing and random 
mutations for a new 
generation

i=i + 1NOThe best chromosome
(first from population) repre-
sents the generated test

Sorting chromosomes in 
the new population using the 

fitness function and change 
the old population with the 

new population

Fig. 2. Genetic algorithm for generating a test system
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If, the two new chromosomesCi
′ orCj

′ chromosomes defined by (2) and (3) respectively
contain equal genes, then one of them will be replaced by a randomly generated number
that does not exist in the chromosome and is less than or equal to |Q|.

Observation 4
The mutation and crossover has as result the generation of a new chromosome.

A population consists of a list of chromosomes, their number being entered into the
algorithm by the user. The initial population (Q) will be randomly generated.

Within the algorithm, the order of the operations is:

a. Generation of the initial population (Q)
b. Sort of chromosomes based on fitness
c. Mutation of chromosomes for e% from population (“elitist” chromosomes)
d. Crossover of chromosomes

Operations b), c) and d) are repeated for a previously-set number of generations. In
the implementation of the algorithm the best results were obtained with e = 20.

The steps of the algorithm is presented in Fig. 2.

Fig. 3. Interface for generator
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The final result is a list of tests from which we store a finite number of tests which
have the highest value of the fitness. The first test in the list (population) generated by
the algorithm after the last repetition of operations b), c), d) will be the sought solution.

4 Implementation

For the implementation of the algorithm in Sect. 4 we used the Java language. The
interface of the application is shown in Fig. 3.

The Java application interface allows us to enter the following data to generate a test:

– Keyword list (top left of window)
– Number of questions
– The number of chromosomes used for the population
– Number of generations

Pressing theGenerate buttonwill provide the test questions.After deleting the correct
answers the test can be used.

Fig. 4. Visual representation of the result with generator test

Table 1. Result with generator test

Number of questions in database 50 100 200 500

Min fitness function (nkl) 12 13 14 17

Max fitness function (nkl) 14 17 17 19

Execution time (ms) 21 44 94 234
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Using the test generator several times for 500 generations, 20 questions, 20 keywords
and various databases we obtained the results from Table 1 and Fig. 4.

Using the test generator several times for 200 generations, 20 questions, 20 keywords
and various databases we obtained the results from Table 2 and Fig. 5.

Table 2. Result with generator test

Number of questions in database 100 200 500 1000

Min fitness function (nkl) 13 14 14 13

Max fitness function (nkl) 15 16 17 16

Execution time (ms) 9 18 44 90

Fig. 5. Visual representation of the result with generator test

5 Conclusions

The automation of the evaluation activity is inevitable, this activity being in a continuous
development and that is why we consider that our approach through this article to be a
constructive one. The novelty element is the use of keywords for each question in the
database associated with a course. The fact that in the test generator a genetic algorithm
was used has the advantage of obtaining different tests at repetitive executions of the
application. The article completes the results obtained in this education field, some of
them presented in papers [4–6] and [11].

The generator model presented in this article can be used on e-learning platforms and
can be completed with various web or mobile applications for distributing the students’
tests and capturing the results and centralizing them.
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Abstract. This paper reports the results of voice emotion recognition in real time
using machine learning models. The models are trained with some commonly
used and well-known audio emotion datasets together with a custom dataset. This
custom dataset was recorded from non-actor and non-expert people who were try-
ing to imagine themselves in scenarios leading to arise of the related emotion. The
reason for considering this important dataset is to make the model proficient in
recognizing emotions in people who are not perfect in reflecting their emotions in
their voices. The results from several machine learning classifiers while recogniz-
ing five emotions like anger, happiness, sadness, neutrality and surprise are com-
pared. Models were evaluated with and without considering the custom data set to
show the effect of employing an imperfect dataset. Our experiments showed that
without using our custom dataset, the ensemble machine learning models such as
gradient boosting, begging and random forest reach validation accuracies 89.82%,
88.58% and 84.83% respectively, which are higher than other evaluated models.
After considering our custom dataset, again these ensemble methods obtained
better accuracies of 87.34%, 86.71% and 82.98% respectively. This shows that
although considering our customdataset lowers the overall accuracy but empowers
the model for predicting the emotions in everyday scenarios.

Keywords: Voice emotion recognition ·Machine learning · Brain computer
interface · Affective computing

1 Introduction

In today’s applications, recognizing emotions in users’ voices leads to a better user expe-
rience and more user-friendly applications. In applications where the user’s satisfaction
is an important factor or the competitive advantage of that application, detecting the
emotion of the user through interacting with the application becomes of great value.
Examples of these applications are customer support applications, artificially intelligent
virtual assistants, etc. [1, 2].

Along with these mentioned applications, many other applications can also benefit
from voice emotion detection hugely but have some specific requirements too. One of
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these specific requirements for this set of applications is that the emotion detection should
be done in real time. Instances of such applications are educational applications, video
games, driving assistant applications, etc. The need for real time emotion detection in
these applications originates from enabling the application to behave differently based
on the current emotion of the user. For example, if the student is stressed, angry or sad,
the hardness level of following materials can be reduced; On the other hand, getting a
positive feedback from the student’s emotion, can allow us to increase the hardness of
the upcoming material. For Alzheimer patients detecting negative emotions would be
important to apply for instance relaxing techniques.

For detecting the emotion fromvoice,we have used severalmachine learningmodels.
For training these models, there are a few rich datasets. In these datasets, usually the
speakers are actors, who are most of the time experts in showing and reflecting their
emotions in their voices. Although this characteristic of these commonly used datasets,
makes them ideal for training and validating machine learning models, but debilitates
the models in predicting the emotions in non-actor and non-expert people’s voices in
everyday scenarios. Therefore, in addition to these available datasets, we need other
datasets, recorded from non-actor people for training and validating the models.

Detecting the emotion using the speaker’s voice in real time applications has several
important challenges; First the nature of this detection is a completed task, even for
humans. In different scenarios, based on the person’s ability to reflect his emotions in
his voice, this recognition task can get even harder. For example,when the speaker suffers
from the Alzheimer disease or when the speaker has autism. Even with people who do
not have these conditions, detecting several emotions from each other in their voice,
such as happiness and surprise, or neutrality and sadness requires high proficiency.
In all these cases, the predictor model should already be trained with similar data;
Second, the feature set for machine learning models should be selected carefully. The
third challenge is related to the real time emotion detection requirement of the target
applications. Considering this specific need, the emotion detection should be done in an
acceptable amount of time.

The outline of this paper is as follows: Sect. 2 reviews related work in voice emotion
recognition. Section 3 introduces the datasets we have used. In Sect. 4 we describe our
methodology and machine learning models. Section 5 is about explaining the experi-
ments and reporting their results. Section 6 concludes our work and discusses our future
works that may lead to improvements.

2 Related Work

Voice emotion recognition has been around for decades [3–5]. In most of these works,
the data collection process was done in a studio environment [6], leading to using clear
audio files for training the models. In [6] it is aimed to use a corpus that has background
noise and is close to the real world. The authors used theMultimodal Emotion Challenge
(MEC) 2017 corpus. This corpus contains clips from films and TV programs and the
speakers are professional actors; therefore, the problem of havingmodels that are trained
with emotion reflective voice is still remaining.

H. Chen et al. in [7] used CASIA Chinese Emotional Speech Corpus in training
several models. The authors report SVM as the best model with the highest accuracy of
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81.11%. A perfect dataset, from reflecting the emotional point of view, is also considered
in this work.

S. Yacoub et al. in [8] have focused on extracting features from short utterances
which are commonly used in Interactive Voice Response (IVR) applications. Authors
have recognized the anger and neutral emotions from each other with an accuracy of 90%
with models trained over the Linguistic Data Consortium at University of Pennsylvania.
In our work, we obtained the accuracy of 90% and 87% (without and with our custom
dataset respectively) while predicting five emotions at the same time.

In [9] the relation between age and gender and the emotion recognition accuracy is
studied. The authors have obtained an accuracy of 74% by using a hierarchal model,
trained and validated over the RAVDESS [10] dataset, which contains speakers of
different ages.

Our work’s novelty is in gathering and using non-expert and non-actor speaker
voices, trying to involve them in scenarios leading to emerging the related emotion.
We also evaluated several machine learning models, trying to predict 5 emotions at
the same time. Due to the covid-19 restrictions, while conducting our experiments, we
were not able to extend our validation techniques with EEG experiments able to directly
provide emotions assessments. After returning to the normal situation, we will resume
our validation procedures with EEG experiments.

3 Datasets

In all machine learning applications, selecting the proper dataset is extremely impor-
tant. There are many different datasets for voice emotion recognition [11]. In our work,
Toronto Emotional Speech Set (TESS) [12], Ryerson Audio-Visual Database of Emo-
tional Speech andSong (RAVDESS), SurreyAudio-Visual ExpressedEmotion (SAVEE)
Database [13] and a Custom Database these datasets are used for training and validating
the models. In our custom dataset, audio files were recorded from non-actor speakers
whom were asked to say different sentences while trying to imagine themselves in a
situation causing them to have the related emotion. Table 1 shows the distribution of
audio files related to each emotion in the final dataset which is the result of appending
all the above datasets:

Table 1. Distribution of audio files related to each emotion in the whole dataset

Emotion Final dataset

Count Proportion

Angry 677 0.202

Happy 677 0.202

Neutral 641 0.191

Surprised 677 0.202

Sad 677 0.202
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4 Methodology

After gathering a rich dataset from mentioned emotional databases, we extracted appro-
priate features from the audio files. The extracted feature set was fed into severalmachine
learning classifiers separately. For validating the performance of each classifier, the input
data set was split into training and validation sets under two different approaches. In the
first approach, 25% of the input data set was randomly chosen as the validation set.
In the second approach, 25% of the input data set was selected as the validation set in
an actor-based approach; that is there was no common actor between the training and
validation sets. The goal of this approach was to validate the performance of the clas-
sifiers dealing not only with unseen data but also when the input voice is completely
new for the classifier. For feature extraction, we have used the feature set provided in
INTERSPEECH 2010 paralinguistic challenge [14], which is a common selected feature
set among related works. These features are fed into several classifiers such as SVM,
random forests, bagging, gradient boosting and RNN.

5 Results and Discussion

For validating the models, we considered two datasets; The first dataset contained TESS,
RAVDESS and SAVEE datasets, which are all common speech emotion recognition
datasets, recorded by actor speakers. In the second case, we added our custom dataset
to the previous datasets.

For validating the prediction results of classifiers trained and tested with these two
datasets, we have used 5-folds cross fold validation technique with the same distribution
of classes in each round of validation, using StratifiedKFold class from Sklearn library.

The predicted results of classifiers trained and tested with these two datasets are
explained in the following parts.

5.1 Considering TESS, RAVDESS and SAVEE Datasets

In this case, classifiers were trained with TESS, RAVDESS and SAVEE dataset. Table 2
contains the average performance measures of each classifier on the test set. The results
for each performance measure are the averages over the results of that classifier over all
the 5 repetitions of 5-old cross validations. As it can be seen, gradient boosting, bagging
and random forest have the best average accuracies of 89.82%, 88.58% and 84.83%
respectively. These classifiers have also the overall best performance measures among
all the classifiers which shows that we can rely on ensemble methods for speech emotion
prediction applications.

5.2 Considering TESS, RAVDESS, SAVEE and Custom Datasets

In the second case, the dataset included our custom dataset together with three previously
mentioned datasets. In this approach, the total number of audio files reached 3349 files.
Again, we validated our models using 5-fold cross validation.
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Table 2. Average performance measures of each classifier on the test set

Classifier Accuracy F1-score Precision Recall

SVM 0.7795 0.7794 0.7811 0.7795

Random forest 0.8483 0.8482 0.8506 0.8483

Bagging 0.8858 0.8855 0.8862 0.8858

Gradient boosting 0.8982 0.8981 0.8995 0.8982

RNN 0.7444 0.7454 0.7744 0.7193

Table 3. Average performance measures of each classifier on the test set in the second approach

Classifier Accuracy F1-score Precision Recall

SVM 0.7647 0.7639 0.7669 0.7647

Random forest 0.8298 0.8296 0.8328 0.8298

Bagging 0.8671 0.8669 0.8681 0.8671

Gradient boosting 0.8734 0.8732 0.8748 0.8734

RNN 0.7082 0.7077 0.7093 0.7061

Since the speakers in the recorded audio files in our custom dataset were not profes-
sional actors, we anticipated a decrease in the accuracy of the classifiers, which is also
shown in Table 3.

Figure 1 shows another comparison between the accuracies of the classifiers on the
test set after adding our custom dataset. In this case, the gradient boosting and bagging
classifiers had the best prediction results with average test accuracies of 87.34% and
86.71% respectively.

Fig. 1. Validation accuracies of classifiers in the second approach

Considering Fig. 2, which is the confusion matrix for gradient boosting as our best
classifier, it can be observed that predicting neutrality has the best accuracy of 93.0%
among other emotions. On the other hand, predicting happiness has the lowest accuracy



Voice Emotion Recognition in Real Time Applications 495

of 84.0%. It should also be noted that among the audio files that are predicted as angry
ones, 4.7% of them are truly happy audio files. This shows that anger and happiness are
the most confusing emotions when predicting angriness. The same scenario holds when
the emotion is predicted to be neutrality, that is 4.1% of the files recognized to have
neutrality as their most dominant emotion, are in fact sad. With the same explanation,
the most confusing emotion while predicting surprise is happiness.

Fig. 2. Confusion matrix of gradient boosting classifier with 5 emotions

6 Conclusion and Future Work

In this study, we reported that by using audio features provided in INTERSPEECH 2010
paralinguistic challenge, we could get acceptable prediction accuracies from several
ensemble classifiers. We also explained why considering datasets recorded from non-
actor speakers is necessarywhile training themachine learningmodels.We tried to tackle
this challenge by gathering a custom data set. We also discussed the most confusing
emotion pairs in our experiments.

Since in real case scenarios, emotions may not always be reflected in the speaker’s
voice noticeably, getting help from spokenwordsmayhelp in predicting the true emotion.
Regarding this, we are going to use speech to text techniques and add the recognized
words to our feature set. We are also going to increase the size of our custom dataset to
evaluate its effect in real case emotion detection scenarios. In this work we recognized
5 emotions, considering the limitations in gathering the custom dataset; We are going to
expand our considered emotion set to 7 emotions of angry, happy, sad, neutral, disgust,
fear and surprised. With all of this, we are going to extend our testing procedures using
EEG experiments able to measure emotions and compare them with our current and
modified classifiers.

Acknowledgment. We acknowledge NSERC-CRD (National Science and Engineering Research
Council Cooperative Research Development), Prompt, and BMU (Beam Me Up) for funding this
work.
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Abstract. In many social professions employees require skills in affect-
and situation-aware social interaction. One option for teaching and train-
ing such social interaction skills by computer-based training methodology
is the use of dialogue simulations. Here, a student interacts with a simu-
lated dialogue partner and the dialogue flow explores specific interaction
situations and affectual settings. Conversational agents provide a basic
technology for creating such dialogue simulations. However, they usually
lack a means for managing affect-related dialogue state. In this paper
we propose an approach to integrate affective reasoning into a conversa-
tional agent for intelligent tutoring applications in order to improve the
agent’s ability to recognise dialogue intents, generate emotionally aligned
responses, and provide a metric for evaluating student performance.

Keywords: Affective computing · ACT · Probabilistic models ·
Emotional reasoning · Conversational agents

1 Introduction

In many social professions employees need skills in affect- and situation-aware
social interaction. One option for teaching and training such social interaction
skills by computer-based training methodology is the use of dialogue simulations.
Here, a student interacts with a simulated dialogue partner and the dialogue flow
explores specific interaction situations and affectual settings.

Conversational agents have been gaining considerable interest over the course
of the last few years. The ability of conversational agents to understand and
respond to human language allows many areas such as customer support, tutor-
ing, personal assistance and medical assistance to benefit from these agents
[1,3,9]. A conversational agent is assessed depending on its ability to simulate
a human-like understanding and response. In human interaction, affective state
as well as cognitive state play an important role in determining which action
to take at a certain point of time. The purpose of our research is to develop an
intelligent agent that is able to reason on an affective level to improve the learn-
ing experience of a nursing student. An affect-aware conversational agent has
c© Springer Nature Switzerland AG 2021
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the advantage of simulating believable responses that are emotionally aligned
with the conversation taking place. It also improves the ability of the agent to
recognise the user’s intended actions.

2 State of the Art

Affect aware conversational agents for dialogue simulation are a specific kind
of affective tutoring system (ATSs). In general, constructing ATSs is challeng-
ing, as it requires cross-disciplinary knowledge domains that involve education,
psychology, and computer science [10]. Research on ATS so far has focused on
adapting the tutoring strategy to the emotional state of the student. Examples
for this are Autotutor [7], which, based on textual and video data, uses dialogue
features, body language, and facial features to map the student’s emotional state
to one of five categories. Another example is Eve [15], an ATS for primary school
students, which maps facial expressions to eight emotional categories. Research
on Eve confirmed that an affect-aware tutoring system is able to improve student
performance in learning.

While in Autotutor and Eve affect is used to adapt the tutoring strategy,
our objective is to use an affect aware conversational agent for creating dialogue
simulations. Specifically, the agent will have the task of simulating a patient that
responds in an affectual way to the dialogue actions of a nursing student.

Affective computational models can be classified in two main categories; dis-
crete emotion theories and continuous theories. Discrete emotion theories pro-
pose that emotions can be mapped to a limited set of basic emotions. Continu-
ous theories assume that emotions can be represented as points in a coordinate
system with suitable dimensions (such as “arousal” and “valence”). Most con-
versational agents adopt discrete emotion models, such as Ekman’s six basic
emotions model [8]. Continuous models provide the means to represent affective
state in a continuous dimensional-space. Such representation enables quantita-
tive analysis to compare affective states. In our research, we adopt Affect Control
Theory (ACT) [11], a sociological continuous emotion model with three dimen-
sions (“Evaluation”, “Potency”, and “Activity”). Provided with the textual cues
which can be considered as a viable channel to infer student affect [6], ACT deliv-
ers an emotional model that is able to capture affective state dynamics in a social
interaction.

3 Basic System Design

The goal of our project is to provide nursing students with a digitalised learning
platform to help them learn nursing topics. Moreover, the intended intelligent
agent should be able to help students learn how to practically cope with different
nursing scenarios in a case-based manner. The system should also be able to
evaluate the performance of a student and provide the student with feedback.
Our dialogue system is subdivided into two main components: Natural Language
Processing (NLP) model and the reasoning model. In this paper we focus on the
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affective part of the reasoning model and do not cover the details of the NLP
model. The probabilistic part of the reasoning model is described in more details
in our preliminary study [4].

3.1 Dialogue Representation

Interaction situations in dementia care typically revolve around the caregiver
achieving a certain goal, such as making sure a patient is dressed in time to reach
an appointment. A given dialogue can be considered a turn-taking sequence of
dialogue acts between caregiver and patient. In order to achieve a flexible rep-
resentation of dialogues that are not fixed to limited set of predesigned paths,
we employ concepts from the symbolic planning domain. Dialogue state is rep-
resented as state variables (“wears left shoe”, “not(wears right shoe)”), the goal is a
specific state (“wears(left shoe)”, “wears(right shoe)”), dialogue actions can be rep-
resented as precondition-effect pairs (“suggest-put-on-shoe”: precondition = “not(wears
left-shoe)”, effect = hint-active(put-on left-shoe)). The formal language we intend to use
for representing dialogues based on this paradigm is a dialect of the planning
domain definition language (PDDL) [14]. PDDL has been developed to describe
transition models in sequential state estimation for dynamic systems with com-
plex discrete state spaces [13]. The resulting models can be used for both disam-
biguating a student’s textual replies using recursive Bayesian state estimation
functionality and for simulating responses.

Fig. 1. Dialogue example

Dialogue models are developed based on input from domain experts. The domain
experts, cooperation partners from dementia care and nursing sciences, provide
example dialogue structures for different training situations (see Fig. 1 for an
example), which are then generalised and translated into the PDDL formalism.

3.2 Dialogue Execution

The typical execution cycle is at follows: given a certain dialogue state, the sys-
tem will expect input from the student (initially written text; natural language
input will be considered later). The text will be matched to the nearest student
action in the dialogue model by the NLP engine. Execution of the student’s
action will then change the simulation state. The resulting intermediate state is
the basis for a nondeterministic selection of a patient’s reply action (from those
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actions, whose preconditions are met by the intermediate state). The execution
of the selected patient response will change the intermediate state to the result
state, which forms the basis for the next interaction cycle.

3.3 Observation Model

One central technical challenge is the NLP engine, which needs to map a stu-
dent’s textual input to possible dialogue actions of the PDDL dialogue model.
This is ongoing research; currently we are considering to use the RASA chat-
bot environment [5] for creating this mapping. Specifically, we consider mapping
PDDL actions to RASA intents or to slots of RASA forms. The latter method
would provide a mechanism for gracefully handling student input that specifies
several actions simultaneously.

4 Affective Model

ACT is a sociological theory that assumes humans act to maintain an affective
consistency. Moreover, humans seek actions that result in a transient affective
sentiment which confirms their culturally shared, or fundamental affective sen-
timent. Transient and fundamental sentiments are represented in an evaluation,
potency and activity (EPA) dimensional space. The squared euclidean distance
between the transient and fundamental sentiments is referred to as deflection.
This provides a quantitative affect model, i.e. maintaining affective consistency
through seeking actions that minimises the deflection. BayesAct [12] is a general-
isation of ACT which presents a probabilistic formulation of ACT with the help
of partially observable Markov decision process (POMDP). ACT and BayesAct
provide a probabilistic quantitative model as well as EPA-datasets [2] which
enable the modelling of an affect-aware conversational agent. An affective model
will allow the agent to generate emotionally aligned responses and map user
input to its corresponding action more accurately by comparing affective values
of the input and intended action. Furthermore, ACT provides a metric for stu-
dent performance evaluation. The conversational agent model provides multiple
paths for the student to reach his goal state. The sequence of actions (policy)
chosen by the student defines the path taken to reach their goal. Student per-
formance can then be rated by evaluating the chosen path. In our research, we
adopt the ACT key concept that people act to maintain affective consistency.
In this sense the affective state helps in evaluating the student’s performance,
where for instance action sequences that have smaller deflection values might be
considered better than action sequences with high deflection values.

5 Research and Future Plans

Simple case scenarios are modelled with the help of PDDL and will be extended
to ensure expert knowledge is modelled accurately in our System. Preliminary
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results from our probabilistic model are published in [4]. With the help of our
project partners, we are optimising the knowledge representation model to be
more similar to real use cases. After developing the baseline model we plan to
integrate affective reasoning. Later, the resulting affect-aware agent will be com-
pared to the baseline agent. Then we will evaluate the significance of integrating
affective reasoning for our conversational agent.
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Abstract. Nowadays, Augmented Reality is broadly integrated across
multiple environments, but the smart learning area is still polarized on
visualizing articulated 3D models. Our proposal consists of a new app-
roach to collect and organize notes, that takes full advantage of the AR
platform providing an useful learning tool for students. Augmented Real-
ity Data Navigation App (ARDNA) manages to display on screen notes,
images and 3D graphs floating alongside traditional study material to
support students during their learning acquisition process. The app has
been implemented through the use of Unity and Vuforia Augmented
Reality SDK. A minimum viable product has been handed to a small
group of students and their experiences have been monitored and eval-
uated; the results obtained support the founding statement of the app
with measurable improvement for smarter studying.

Keywords: Augmented reality · Technology enhanced learning ·
Mobile computing

1 Introduction and Motivations

Given the widespread use of mobile technologies in diverse fields, it is increasingly
common, especially for students, to have a great number of notes hard to merge,
given that they are divided between physical media and digital contents.

Augmented Reality (AR) is widely used in the educational field being an
efficient and engaging support for students, helping them to better remember
newly learned information [1]. The main advantage of AR in the context of
AR Data Navigation App (ARDNA) is its ability to complement reality [2],
enhancing the learning process on paper by adding digital information floating
on the study material.

c© Springer Nature Switzerland AG 2021
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ARDNA provides a platform capable of merging paper and digital con-
tents, enabling 3D navigation and visualization of a knowledge base. A student
may start by handling just some notes regarding certain topics, in a way that
feels more compact and intuitive to navigate than physical media. The goal of
ARDNA is to improve the quality of student learning in their study sessions,
avoiding dispersion of contents and encouraging focus.

The remaining part of the work is structured as follows: Sect. 2 presents
a brief overview of Related Work. Section 3 describes the ARDNA conceptual
Model and its main functionalities. Section 4 explains the app design process
and tools used in the implementation phase. Section 5 describes the experiment
carried out to test the application and the obtained outcomes. Section 6 provides
final remarks and insights on possible future improvements.

2 Related Work

In the last decade the use of AR technology significantly spread in every area
of our society and strongly impacted teaching and learning methodologies [3].
Learning has received benefits from AR through many software solutions in
various academic fields (e.g. human anatomy, chemistry, astronomy, etc.) [4]. For
example, Chemistry students can benefit from Chemist which uses 3D models to
carry out chemical experiences and observe the reactions, exercising several tools
and reagents. In astronomy, Spacecraft 3D may help students explore the solar
system and interact with spacecraft models. In medical disciplines, AR is broadly
used for interns’ learning and training, avoiding dangerous consequences if any
mistake occurs [5]. Students can take advantage of apps like Human Anatomy
Atlas, to visualize 3D models exploring the human body and learning how it
works, while training with AccuVein helps medical interns to locate patients’
veins for injections.

This brief analysis exhibits that these AR software solutions are subject
specific, while our app instead aims to display and organize notes meaningfully,
in order to help students in acquiring and fixing concepts in any learning field.
Moreover, taking into account existing applications whose purpose is to leave
notes on real-world objects, like StickyNotesAR and Google’s AR ‘Save button’,
one main difference with the proposed solution is that none of them exploited
more than some elementary AR advantages.

3 The ARDNA Model

Nowadays, students study from various sources (e.g. books, notes, slides, PDFs).
This fragmentation leads to a higher cognitive load, because students have to
search for information, integrate it with other media, re-read concepts and so on.

ARDNA tries to provide a solution to this issue, by supporting the learning
process without adding complex cognitive processes. The app can collect all
user’s contents, enriching the physical media with digital data to create a neater
learning environment and facilitate the knowledge acquisition process. The app
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Fig. 1. Diagram representing problem (top half) and solution (bottom half) scenarios
alongside main differences.

has been designed with usability in mind and addresses both tech-savvy users
and lesser ones from different education levels.

Exploiting the AR advantages, the app uses books and notebooks’ covers as
markers, which are visual cues able to trigger the display of the virtual informa-
tion (Fig. 1). In this way, the user can store information about a specific topic,
update their progress when a book chapter is finished, save important definitions,
and retrieve contents in a faster and easier way.

The core functionalities of the app and the interactions the user may perform
using it are explained in the following.

Books and Notebooks Cover Recognition. The user can create subjects to sep-
arate notes either by typing the title manually or by enabling the camera and
opening the OCR (Optical Character Reader) Module. Then, it will be possible
to attach the subject to a cover.

Notes Uploading and Opening. The user can add a new note (text, 2D&3D
graphs or images), attaching it to subjects in order to incrementally enhance
chunks of their study material. Notes can be nested and the app will show them
using predefined layouts to organize contents in an effective way, displaying first
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recent and relevant notes. Moreover, it is possible to fix notes on screen for better
consultation.

3D Data Visualization and Interaction. An important feature of ARDNA is the
3D data visualization of a plot. The graphs are placed next to the physical media
surrounded by panels that outline their features and meaning. Furthermore, the
student can interact with the data representation through buttons to toggle
decisional attributes (Fig. 2). This will allow the user to better understand the
data distribution, and to find out information about it that may be hard to find
in a 2D representation [7].

Fig. 2. Student navigating notes.

These functions allow the user to have a complete and tidy collection of notes,
to free physical space on their desk and on their notebooks. The students can
earn both in terms of time and neater study materials, with the possibility to
access them wherever and whenever they are.

4 Implementation

During the discovery and design phase of the app, Personas expressing the cat-
egories of potential users have been defined (i.e. high school and undergraduate
students), but in this paper only one will be presented [8,9]. This helped to better
outline problem and solution scenarios that the app could address and to turn
the needs elicitation into a suitable requirements definition. Using mobile AR
technologies, students are more interested in their study, therefore able to con-
centrate and perform better [10]. AR technology is useful to represent complex
concepts difficult to grasp. In fact, the application guides the students through
their study materials promptly displaying data, through explanations and visual
aid collected from the teacher or third-party material. ARDNA combines the
advantages of the AR to enhance learning and the students’ need of having a
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neat collection of notes, graphs and data, easily integrating contents from books
and notebooks.

ARDNA has been developed using Unity and Vuforia. The former provides
tools to develop experiences in both 2D and 3D, and the supports C# script-
ing. The latter is a cross-platform augmented reality SDK, that enables the
creation of Augmented Reality applications (e.g. Virtual Buttons with effects
on 3D Graphs - Fig. 3). Given its cross compatibility with both MacOS and
Windows, the app can be built for both iOS and Android Devices, making it a
viable technology adoption choice among heterogeneous academic groups. The
storing and management of knowledge in ARDNA has been handled through
MongoDB, a cross-platform NoSQL document-oriented database program that
fits the unstructured nature of the data the student may collect.

Fig. 3. Subject and notes attached to a cover, on the right image the sex virtual button
to toggle a decisional attribute.

5 Experimentation and Evaluation

By considering the scenarios described in Sect. 3, the early app prototype has
been provided to a small sample of academic students (from the fields of
Medicine, Economics, and Computer Science) due to time constraints. This first
experimentation phase is aimed to evaluate possible improvements in students’
engagement and time required for data retrieval during study sessions.

Students were asked to answer a questionnaire to evaluate the user experi-
ence (UX) and, if found, enhancements while consulting study material through
the app. The main questions were about (i) the speed of note retrieval, (ii) the
app usability for content navigation, (iii) the ability to concentrate and com-
prehend during learning sessions. A small sample of the questionnaire and the
corresponding results, is reported in Table 1.

This brief experimentation has led us to assume that the app may be actually
a useful tool for supporting students in their learning, reducing cognitive overload
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Table 1. Questionnaire sample

Question Answer

Was it faster to find the needed study material? Yes: 70%

Was it easy to become familiar with the use of the app? Yes: 75%

Were you able to stay more focused while using the app? Yes: 80%

[6] and favouring engagement. Nevertheless, the activity of uploading all contents
together is quite time-consuming. Thus, for an optimal app functioning, students
should be incentivised to study steadily, to keep their notes up-to-date in the
system.

6 Final Remarks

In this paper we proposed an Augmented Reality application to support learn-
ing in the academic environment, encouraged by scientifically valid and diverse
evidence that AR fully enhances learning. The purpose of the app is to manage
the great amount of notes and study materials acquired over time. After the
experimentation phase, we noticed improvements in terms of notes collection
and organization, time saving, and an enhancement of students’ performance.

Moreover, future improvements will concern: (i) the implementation of a net-
working module, to facilitate collaborative learning in hybrid learning environ-
ments [11]; (ii) the app could be adapted to take full advantage of the accessibility
tools provided by the mobile operating systems on top of which the app is built
(e.g. voice over for better reading, and alternative pointers for easier use from
motion impaired users [12]); (iii) the use of the app through Microsoft HoloLens,
to make movements more agile while studying; (iv) integrating the latest Vufo-
ria release equipped with LiDAR sensors support for enhanced target scanning
features. These technical improvements may help towards building a better and
seamless experience for users, avoid discouragements produced by limits of their
devices.
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Abstract. From an image of a person, we can easily guess the 3D coordinates
of the body parts. This is because we have acquired a 3D mental model from
observing humans and interacting with them. This capacity easily achievable for
humans is not systematic when it comes to computers. In this paper, we describe
an approach that aims at estimating poses from video with the objective of repro-
ducing the observed movements by a virtual avatar. We propose the fragmentation
of submitted videos into series of RGB frames to process individually.We aim two
main objectives in our work. First, we achieve the extraction of initial 2D joints
coordinates using a method that predicts joint locations by part affinities (PAFs).
Thenwe infer 3D joints coordinates based on a human full 3Dmesh reconstruction
approach supplemented by the previously estimated 2D coordinates. Secondly, we
explore the reconstruction of a virtual avatar using the extracted 3D coordinates
with the prospect to transfer human movements towards the animated avatar. This
would allow to extract the behavioral dynamics of a human, allowing to detect
some health problems, for instance in Alzheimer. Our approach consists of multi-
ple subsequent stages that show better results in the estimation and extraction than
similar solution due to this supplement of 2D coordinates. With the final extracted
coordinates, we apply a transfer of the positions (per frame) to the skeleton of a
virtual avatar in order to reproduce the movements extracted from the video.

Keywords: Machine behavior · Behavior detection · Visualization · 3D pose
estimation · Virtual avatar

1 Introduction

Considering a video that displays a person performing a task or even just a movement
(walking, running, dancing), human can easily identify the different body parts location
and orientation of the person also known as pose in the video. The analysis of this
simple human process introduces the interrogation regarding the capacity of computers
to automatically detect human body pose.

It is in this same vein that the purpose of this article revolves around two focal points.
Firstly, we articulate our work around this task known as Human pose estimation that
aims to automatically locate the human body parts from images or videos in order to

© Springer Nature Switzerland AG 2021
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extract information such as human poses. This human pose estimation is also known as
keypoints detection. The extraction of these poses provides a collection of data that will
be relevant for the next stage. Then we address the second objective of our work that
consists in using the extracted body part location for the reproduction of the behavior
with an animated avatar. We define the animation of an avatar as a sequence of poses
extracted in a video. This objective aims to allow to transfer human movements towards
an animated avatar to highlight the behavioral dynamics of the human from the keypoints
that have been extracted.

The achievement of these two objectives can lead to multiple implications in both
applied and theoretical research. In the context of this research, we focus on the applica-
tion for Alzheimer behavior. Alzheimer is an irreversible, progressive brain disorder that
slowly destroys memory and thinking skills and affects behavior. Alzheimer patients can
have sometimes specific behavior (walking, equilibrium,…) which could be observed
by video camera at different times of the day, extracted, and rebuilt in a virtual avatar.
This avatar would serve as a training model to educate the medical staff to recognize an
episode of Alzheimer patients.

Throughout this paper, we put special emphasis on the extraction of human pose
estimation. We use in the rest of this paper the term pose and keypoints interchangeably.
The remaining of this paper is organized as follows. In Sect. 2 we present related works.
In Sect. 3 we present our approach and discuss the results in Sect. 4.

2 Related Work

To address human pose estimation, several approaches have been proposed, we focus
our discussion on relevant 2D and 3D human pose estimation.

Human 2D Pose Estimation: There are single person pose estimation methods and
multi-person pose estimation methods. The single person methods are divided between
the heatmap approach that chooses the locations with the highest heat values as the
keypoints [1] and the direct regression approach which utilize the output feature maps
to regress keypoints directly [2]. Multi-person methods host two categories: top-down
approaches which consist of applying a person detector and then running a pose esti-
mation algorithm per every detected person [3, 4] and bottom-up approaches which first
step is to locate all the keypoints in an image and the second step is to group them
according to the person they belong to [6].

3D Pose Estimation: Agarwal and Triggs [7] rely on silhouette feature while Zhou
et al. [8] proceed by manual interaction from user. With deep learning, direct regression
approaches integrate the SMPL [9] to trainmodels to directly infer the SMPLparameters.
These methods infer the 3D pose and shape based on: RGB image as suggested by
Kanazawa et al. [10], RGB image and 2D keypoints [11], keypoints and silhouettes
[12], or keypoints and body part segmentations [13]. Somemethods extend their work to
estimate 3D pose from video. Among these methods, the vast majority rely on elaborate
environment which capture sequences on multiple angles. Due to the perspective of
our work, we focus on the approaches that deal with video captured by regular cameras.
Somemethods obtain accurate shapes and textures of clothing by pre-capturing the actors
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and making use of silhouettes [14]. While these approaches obtain satisfying shape,
reliance on the pre-scan and silhouettes restricts these approaches to videos obtained in
an interactive and controlled environment. Therefore, we propose an approach that rely
on RGB image supplemented by 2D keypoints.

3 Proposed Approach

The approach that we propose estimates 3D keypoints through a 2-stages estimation of
frames of the input video and a transfer of results towards reconstruction. We propose
the fragmentation of the video into series of RGB frames (see Fig. 1).

Fig. 1. Architecture of the proposed approach

First Stage: It insures the 2D pose estimation using the RealtimeMulti-Person 2D Pose
Estimation [6] to estimate the human body 2D keypoints in the submitted frames.

This method presents a bottom-up approach for estimation of multi-person pose
in RGB image and produces, as output, the 2D locations of anatomical keypoints for
each person in the image, without using person detector. The model defines a network
architecture that iteratively predicts affinity fields that encode part-to-part association
and detection confidence maps. The network is split into two main sections: a first one
that predicts the confidencemaps, and the second predicts the affinity fields. Each section
is an iterative prediction architecture, that finetunes the predictions throughout multiple
stages, with intermediate supervision at each stage.

Once the estimation completed, we proceed to the extraction of the estimated
keypoints. The result of such operation is a collection of keypoints per frame.

Second Stage: We use End-to-end Recovery of Human Shape and Pose [10] to iterate
the feature of every frame to predict the human body. The method infers a full 3D mesh
of a human body directly from an RGB image of a human. With that approach, the 3D
mesh of a human body is encoded using SMPLwhich generates human bodies into shape
with regards to the variation in height, weight and body proportion, and the deformation
of the surface due to the movements.
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While this 3D estimation method presents a great approach to infer the human body
shape from an RGB image, this method is introduced to work on input images of a
particular scale and quality. To address that limitation, we strengthen the prediction by
using the output of the first stage. This helps to estimate the final 3D keypoints that fits
as much as possible the size of individuals in every frame. This process results in the
extraction and storage of 3D keypoints that will be further used in a virtual environment
to reconstruct an avatar which keypoints would correspond to the extracted keypoints.
The overall idea behind the presented pipeline is to take a video as input and produce a
virtual avatar that replicates the movement observed in the submitted video.

4 Results and Discussion

4.1 2D Estimation

We conducted the experiment with the objective of estimating accurately human 2D pose
from single RGB image regardless of the complexity of pose described by the image. In
order to determine how adequate the method was for the purpose of our work, we have
analyzed the results obtained and compared with the performance of similar methods.
Themethods comparedwereAlphaPose [4], PersonLab [15],MaskR-CNN [3], Deepcut
[5], Stacked Hourglass Network [1]. While DeepCut achieved average performance, the
qualitative results were by far the poorest. Stacked Hourglass Network and Mask R-
CNN presents improved results on the qualitative and quantitative level compared to the
previous one but did not deliver optimal performance. AlphaPose, PersonLab and our
adopted approach gave the most consistent results and high amelioration.

In Fig. 2 we can observe the estimation difference between some of the methods
we have tested and evaluated. The first column represents the estimation of the method
we opted for, the second column the estimation of AlphaPose, the third one is the
performance of PersonLab and the last represent the performance on Mask R-CNN.

The performance of AlphaPose and the adopted approach are not so far from each
other, but we observe a rapid decay of the estimation when there is an occlusion of the
human pixels with the background pixels.

Fig. 2. Estimation across set of methods
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4.2 3D Estimation

The proposed approach was evaluated on different format of images. The objective that
drove the assessment of the method was to find out the scope of the improvement of the
results in comparison to the initial approach. Hence, we first measured the achievement
of the model as suggested by Kanazawa et al. [10] and the model based of 2D keypoints
the same set of images to see if our approach gives better results. We have not noticed
a significant variation in the mesh inference, hence the 3D keypoints coordinates. This
insignificant variation could be explained by the fact that regardless of the presence of
2Dkeypoint given that the initial approach performed best on images of with such scale,
providing a base 2D keypoints to help determine the location of individual does not
change much the outcome.

We have also evaluated the results of our approach on images of different scale
to compare the mesh reconstruction. We represent the inference without the context
provided by prior 2D estimation by a mesh in magenta, and in blue the inference with
prior 2D keypoints.

In Fig. 3, we can observe the marge of variation performance for slight improvement
to obvious differences. The first row shows how the most difference, without the initial
context provided by the 2D keypoints, the model is not able to infer the 3D keypoints.
The last row shows how well the model performs when it comes to reconstruct a limb
that is out of vision range.

Fig. 3. Performance on images of different scale and bounding box

This finalized approach will be used to reproduce movement by avatar. These avatars
will be leveraged in the context of education systems. The idea behind these systems will
be to allow learners to interact with avatars that display some behaviors and visualize
the response of their interactions.

5 Conclusion

In this paper, we proposed an approach to animate a virtual avatar based on 3D keypoints
estimated from a video. Our proposed approach divides the video into series of RGB
images, and for each image we suggested to perform a 2-stages estimation. During the
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first stage, we have estimated 2D keypoints using a 2D pose estimation and we have
proceeded to the extraction of the estimated keypoints. In the second stage, we have
used a 3Dmesh reconstruction method to infer 3D keypoints using the output of the first
stage. This process results in the extraction and storage of a sequence of 3D keypoints.
We use this sequence to reproduce the movement from the video on a virtual avatar.With
the proposed solution, we were successfully able to reproduce the video behavior on an
avatar in a virtual environment. This approach could have multiple applications, but in
the context of this research, we focus on the application for Alzheimer’s disease. In fact,
such solution is devoted to help in the creation of a system by reproducing Alzheimer’s
disease patient’s behavior on a virtual avatar to educate medical staff in the interaction
with them.
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Abstract. Children with autism spectrum disorder (ASD) are progressively
acquainted with digital technologies in their training and diagnosis. Due to their
growing accessibility and practicality, the potential should not be overlooked. Vir-
tual Reality (VR) has become a noticeable tool to help children with ASD in their
social training due to its competitive potential that provides extensive interaction,
economical cost, safe environment and an enjoyable experience. The implementa-
tion of VR is often associated with heavy usage of head-mounted display (HMD)
where through it, the immersive experience can be achieved. However this may
not be applicable to children with ASD. Side effects such as motion sickness and
claustrophobia may affect their training and performance. Therefore, this paper
aims to present the development of non-immersive VR application with a serious
game concept with inclusion of analytics, where progresses can be calculated,
compared and observed. Upon post evaluation by experts, this game is improved
and holds a larger potential to achieve its objectives.

Keywords: ASD · Non-immersive · Virtual reality · Serious game · Analytics

1 Introduction

Virtual Reality (VR) is a three-dimensional (3D), computer simulated and generated
environment, which includes exploration and interaction by a user. There are two com-
mon types of VR; immersive and non-immersive. Immersive VR (IVR) is achievable
with the application of head-mounted display (HMD) and input readers, whereas non-
immersive VR (NIVR) is experienced from a desktop display. Non-immersive environ-
ments allow users to interact with contents by using multiple devices (mouse, keyboard
or microphone). It has lower immersiveness in order to increase comfort for users with
less tolerant towards immersive VR. Both type of VR provides a realistic environment
that can be controlled, manipulated and interacted with. This allows the subjects, who
have developmental challenges, to receive support in sharpening their everyday skills.

Autism Spectrum Disorder (ASD) is a developmental challenge that involves dif-
ficulties in social interaction, speech and nonverbal communication and restricted or
repetitive behaviours (Copeland 2018). The term spectrum is being used due to variety
of type and severity of symptoms in each autistic person regardless of their ethnic, eco-
nomic status, intelligence level. Children who are diagnosed with ASD require support
in order to build their social intelligence. Research conducted by National Research
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Council (2001) documents that early interventions and diagnosis for autism shows sig-
nificant long-term positive effects on symptoms and later skills of children. Therefore,
early interventions are essential for treatment in providing a better life quality for chil-
dren with ASD. As an alternative that provides realistic virtual context and experiences
for learning and assessment, VR holds the potential to assist children with ASD in their
social training.

The purpose of this paper is to exhibit the development of the NIVR intervention
educational game for children with ASD. Section 2 provides the background studies of
the initial game design. Section 3 reports on the methodology in enquiring the experts’
feedbacks to improve the game. Section 4 explains the proposed solution and lastly
Sect. 5 presents a conclusion of this paper.

2 Background Studies

Evidence shows that the implementation of VR has the potential to help ASD children.
Schwarze et al. (2019) report that with virtual setting, people with ASD shall be able
to recognise emotion better. They concluded that in order to create a solid immersive
experience for children with ASD, there are four important factors that should be con-
sidered. Firstly is to have detailed design of the VR environment which brings comfort.
Secondly, VR learning environment should be gamified to create a motivation to learn
specific skills. Thirdly, childrenwithASDprefer to be in virtual environmentwhen learn-
ing emotion recognition. Lastly, VR environment should have an enhanced immersion
to allow escape from reality. Halabi et al. (2017) further expand the immersive element
by adding verbal or nonverbal interactive system, which is proven to be efficient in
improving communication skills of children with ASD.

Another application of IVR is the implementation of real-life situation as a simula-
tion. Dixon et al. (2019) suggest an IVR safety training can teach children with ASD
necessary pedestrian skill. Dixon et al. (2019) concluded that, the usage of HMD allows
larger vision field which enhances immersiveness. Bradley and Newbutt (2018) also
report the potential of IVR emphasising on the HMD. However, they discovered almost
50% of the studies mention cybersickness as the main negative effect of using the HMD.
This may be due to the heighten senses of people with ASD and their sensitivity to
inputs.

Many researchers focus on the level of immersion in order to produce better outcome
(Parsons 2016). IVR is implemented without considering the suitability of ASD children
towards it (Newbutt et al. 2020). Motion sickness, cyber sickness or claustrophobia
should not be overlooked. Due to more focuses are given to IVR, there is a big gap in
the research of NIVR for ASD children. There is no data analytics integrated within
a system or framework; it is done externally. In studies with serious game, the in-
game analytics is limited to the implementation of the scoring system. Many analytics
implement collecting feedbacks solely from educators, excluding the ASD participants.
By combining elements aforementioned, a VR application framework is developed.
Table 1 shows the main features of the proposed learning game.
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Table 1. Main features of proposed VR learning game

Features Description

Gamified social skill training Serious game (educational game) based on
everyday task

Emotion recognition Help ASD children to recognise common
emotions

Verbal and non-verbal interactive system Add speech recognition in the game to promote
two-way communication between user and other
characters

Real-life scenario Real life inspired environment for ASD children.
Free roaming allows user to exercise creativity

NIVR environment To avoid motion sickness and discomfort

Analytics Scoring system and time taken to finish the
mission

3 Methodology

A prototype was developed from the inputs acquired from literature reviews. An eval-
uation research is conducted to further improve the game. Four experts that consist of
two therapists, a special need public school teacher and a teacher from private autism
centre were interviewed and played the learning game. Semi structured interviews were
conducted, where the objective of the interview is to understand the current situation in
ASD treatment, a brief explanation of ASD interventions and feedbacks on the learning
game.

The interview contains 31 questions divided into three sections according to the
objectives mentioned earlier and the inputs are collected qualitatively. In section A,
experts were asked about their background and experiences with ASD children. This
section is to identify the local demographic of children with ASD such as their age
range, common autism level and also diagnosis method used. In section B, intervention
programs that are being implemented in their centre were inquired. In the last part
of the interview, all four experts were given a chance to play the game as a part of
validation process. During the gameplay, the purpose of every level, the tasks of each
non-playable character (NPC) and the technical aspect that is running in the background
were explained. The experts gave their constructive feedbacks focusing on the game
suitability that includes level of difficulty, playability for correct age group and the
relevance towards ASD children. The data obtained are analysed to further improve the
game design. Based on the experts’ feedbacks, four main features in Table 2 have been
added for improvement of the learning game experiences.
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Table 2. Features derived from experts’ feedback

Features Comments

Background music To allow adjustment at the beginning of the game for
acoustic comfort

Level difficulty Lower NPC difficulty

Encourage verbal communication Add two-way interactions between player and NPC

Analytics Parameter such as travel distance is good data that can be
observed and analysed to see progress of ASD children

4 Proposed Solution

A learning game prototype is developed using Unity 2017 engine based on literature
reviews. The three important themes for the game development are to improve social
skills, enhance emotional understanding and train the concentration level of ASD chil-
dren. From here, the themes are being presented in three levels. The game also imple-
mented four proposed characteristics of VR framework and these characteristics are
Feedback, Non-linear gameplay, Goal directed learning and Increasing difficulty level.

Engaging elements such as visual and naturalistic conversation are the key compo-
nents in providing more immersive feedback to player. Hence, speech recognition and
text-to-speech (TTS) interactions are implemented in the game. Additionally, to promote
motivation and instilling a sense of control, player is allowed to free roam in the virtual
environment. A non-linear gameplay is implemented to allow player to be in control
of their actions and a goal directed learning is implemented to help player focus and
motivate them to finish the game. Lastly, the learning game has an increasing difficulty
level to create challenges to help player in scaffolding their skills.

The prototype is further improved with the feedback data acquired from the experts’
interviews. As mentioned before, the game has three main levels. Player will be in
the main menu level when the game starts and in here player is allowed to familiarise
themselves with the game environment and adjust the volume settings. A single building
is placed as an attraction point and at the entry; player needs to say “Start” to proceed
to the next level, which is the Shopping Level (Fig. 1).

(a) Shopping building         (b) Exit gate  (c) Settings Box

Fig. 1. Main menu level
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The Shopping Level is an implementation of a real life scenario, which involves in
purchasing items in a supermarket. In this level, the player needs to find three items
namely a bowl, a book and a toaster and buy them on behalf of the mother NPC. The
player may free roam inside the supermarket, interacts with 3D NPCs verbally and
receives feedback from them. Interactions with two specific NPC in the supermarket
will trigger mini levels; concentration game and emotion game. Each mini level has two
stages which has an increased difficulty or different variance of execution when moving
to the next stage. The emotion game has two stageswhich are differentiated by execution.
The first stage is completed by having player to speak out the emotions according to the
situation that is being verbally explained by an NPC. The second stage requires user to
carry the emotion box, and passes it to the correct emotion NPC (Fig. 2).

(a) Analytics & Items (b) Cashier NPC (c) littered trashes

Fig. 2. The screenshots of Shopping level

The concentration game has an increased in difficulty for its stages. The first stage
requires player to follow the correct object for 3 seconds. The second stage uses the same
mechanisms, except the speed of the NPC will be slightly faster than previous stage.
After completing the mini levels, player may continue the mission in the Shopping Level
wherewhen completed, player is required to go to the cashierNPCandpurchase the items
by selecting the correct amount of money. The cashier NPC will provide instruction to
the player regarding the payment. The mother NPC will be highlighted after the player
had finished the payment process and the training will be completed after the player
interacted with the mother NPC. There is also a task to promote social responsibility,
where the player can pick up littered trashes on the floor and put them in the trash bin
(Fig. 3).

(a) Stage 1  (b) Stage 2                (c) Stage 1  (d) Stage 2

Fig. 3. The screenshots show the concentration level in (a) and (b) and the emotion level in (c)
and (d)
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Another important feature of this game is analytics, which allows player data to be
collected and be analysed. Three types of data will be recorded and shall be integrated in
the game. These data are accumulated score points, time taken for task completion and
distance traveled. The Scoring system is a reward system and an analysis of individual
performance in the game. By completing a task, the player can accumulate score points
while completing the mission. Interacting with NPCs will also give players additional
score points. Second data is time taken to complete a mission. This data records the reac-
tion of ASD children when executing a task in order to see their efficiency in handling
a situation. Each level has its own timer set in the background. The timer is included
in all levels separately. Lastly, the third data is the distance traveled during gameplay.
Distance traveled is a key component to analyse the behaviour of children with ASD.
From here, data taken can reflect how active an ASD child move during the training
session, which may provide more substantial information on their behaviour. Recently,
the immersiveness in VR for ASD is further explored with a comparison of real versus
virtual environment. Simões et al. (2020) report that interpersonal distance (IPD) regu-
lation of ASD individuals in real world gave the same outcome in IVR. The interaction
of ASD individuals in IVR mirrors a similar interaction in the real world as mentioned
before by Parsons (2016).

In Unity engine, there is no simple method to count character steps as the game
movement is generated from the coordinates of the first person camera view. To acquire
an approximation, the value of the 3D planes; plane-x, plane-y and plane-z are calculated
to generate an integer number that will be used as number of steps taken by the player.
This is not an accurate representation of steps taken, but it has ample information to
provide a numerical change in plane value when the player moves. The player is moving
forward and backward along the plane-z and moves to the sides along the plane-x. The
movement is relative with the direction the player is facing. As there are changes in
plane values, distance increases by one point. This is possible to execute as plane-y is a
constant variable as the main character has a fixed vertical standing position during the
free roaming in the shopping level. However the calculation might be affected when the
player is jumping around. But this data will be accepted as this can be also justified as
the player movement.

5 Conclusion

VR is recognised and considered as one of the potential solutions to help children with
ASD in their social training. However, there are arguments and concerns in creating good
immersive experiences for children with ASD. Motion sickness is often dismissed in
many studies and is often generalised that every child with ASD is comfortable wearing
a HMD. We conclude that a learning game that fulfils the characteristic of NIVR which
is near-reality, 3D environments that a person can interact and explore in the virtual
environment should be developed. We hope that the game shall provide a good early
intervention for children with ASD based on the implementation of real-life scenario
and also safe environment for social training. We also plan to evaluate the game using
Kirkpatrick Evaluation Model to validate its effectiveness in the future.
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The implementation of data analytics can be used to see the trend of ASD children
in a group. Data comparison can be constructed to observe the level of progress of the
group members when the game is played simultaneously on different devices, this opens
the potential of the application to be used as a diagnostic tool in the future.
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Abstract. In the past, the onlyway to receive educational contentwas through tra-
ditionalmethods,which included engaging the learners in full interactionwith non-
interactive books. Nowadays, we can generate three-dimensional virtual vision by
using high-performance computer graphics, which is called Augmented Reality
(AR).

This research focuses on investigating a new approach to emerging and
integrating computing education with AR technology in Saudi Arabia.

The research will follow the design science methodology which is a mixed
method approach for data collection and analysis.

As design science research is considered to be problem focused research, its
main tasks are the illustration of the design problems and evaluation of design
solutions.

Keywords: Augmented reality · Computer science · Augmented reality in
education

1 Introduction

Augmented Reality is defined as using augmented video by covering an image with
generated data in order to achieve a high performance three-dimensional image [1]. It
will give three-dimensional virtual vision by using high-performance computer graphics
[2]. Furthermore, it augments virtual media by modelling the real world with the user’s
complete control on both view and interaction. It will provide a multi view of the real
objects covered with computer generated virtual objects.

This interactive simulation of the real world is done by engaging regular space, place
and things that are partly unmediated [3]. It allows the real-world objects to combine
with virtual objects or information. Thus, virtual objects seem to synchronize within the
same area of the real-world objects. Using AR enhances user interaction and perception
with the real world, and the augmented virtual object can offer information which cannot
easily be detected with the user’s own senses. The information transmitted by the virtual
objects can give the opportunity to the user to examine actual real world tasks [4].
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In recent years, a large number of research studies have evaluated the impact of
applying AR to learning. These research studies can provide valuable information for
both educators andAR designers who are enriching the new generation ofminds through
novel technologies. The benefit of harnessing results of research studies, supported
with practical testing, can give practical and theoretical guidance to current and future
educators who are interested in AR.

Although much research has investigated the impact of using AR in education as
a simulation for practical education, with positive results, the possibility of integrating
AR applications in Saudi Arabia has not been fully investigated, which is the main
contribution in this research.

AR can be applied usingwearable deviceswhich have been used in several areas such
as therapy of movement disorders and administration of drugs. Google Glass, which is
an example of a wearable technology, has recently been used through medical training
role-play tasks that can provide observation recording. Observation recording gives
helpful information to be used through reflective learning and group debriefing, and a
recording includes: patient attention, patient times spent on focusing several information
sources [5]. One of the main approaches for using AR in education is the educational
laboratory, which gives the student the opportunity to do an experiment virtually, as
using the required equipment is more expensive and limited access [6]. The integration
of AR technology components, such as animations, video, and images into a real lab
environment has enhanced the student’s science Learning capabilities as well as the
student’s laboratory skills. Moreover, AR can give the student the opportunity to observe
some events which are impossible to be seen by real laboratory settings, for example
molecules movement. Studies have reported that the usage of AR components on labs
has improved the student’s laboratory performance. In addition, the usage of AR has a
significant impact on the increase of student’s interaction which definitely affects their
learning outcome [7].

AR has been widely introduced in the education area, and highly positive impact has
been recorded in various courses. However, the Saudi Arabia education system has not
fully deployed AR in its courses to improve the courses outcome, which is the focus of
this research.

The overall motivation for this research is applying an AR system to computer
hardware labs in Saudi Arabia where it has never been tested as an educational tool.

2 Problem Definition and Proposed Solution

Computer science is generally regarded as a hard subject to learn and teach, as the nature
of implementing both the practical and scientific approach is challenging [8]. Computer
hardware is a fieldwhere it is desirable for the labs to offer the full hardware equipment in
order for the student to be engaged in understanding the lesson. Without such equipment
having been provided the students will find it difficult to understand the main concepts
of the lesson, and may not be able to work with hardware. On the other hand, the lecturer
will spend extra time in teaching and illustrating to help the students to understand the
hardware. Therefore, the learning efficiency will drop, which will affect the university
outcomes for both students and lecturers.
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This research addresses the following problems related teaching and learning
hardware in computer science:

• The current knowledge approach using the traditional “unplugged” style of teaching
hardware, which results in incomplete and difficult to understand material and may
not provide students with the best educational experience;

• The lack of hardware material equipment provided to student;
• The difficulty of teaching computer hardware in theoretical way for the lecturer;
• AR tools simulating equipment in hardware computer labs.

1. Proposed Solution

Computer hardware labs are difficult to use and are poorly accessible for the student
most of the time. Therefore, we propose to apply an AR simulation tool as a potential
solution to give the student the familiarity with the equipment to reduce the damage
of the hardware and offer the time needed for the student to be more engaged with the
material and the augmented hardware.

3 Methodology

The research will be mixed methods using both quantitative and qualitative data. It will
follow the design science approach as a methodology.

The reason behind following the design science research is that design science is
technology oriented and is focused in producing a valuable technology product [9]. It is
considered to be a problem focused research approach which analyses the problem and
develops a suitable solution for it [10].

This research aims to investigate new ways of interactive learning by immersing
AR technology into computer science labs. Applying AR technology to computer hard-
ware labs will allow students to view internal operations as an interactive simulation.
This approach, supported by pedagogy, is hypothesized to enhance the student learning
experience.

To achieve this aim, the research will be divided into three major phases rounded
with a student experience theory as illustrated in Fig. 1:

• Problem diagnosis: An investigative/exploratory study has been carried out to
understand the current situation and student needs;

• Technology design: the development of an AR tool based on the investigative study
data with the respect to pedagogy and student experience theory;

• Technology evaluation: assessing the augmented reality tools in terms of learning
experience and technology acceptance.
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Fig. 1. An activity framework for design science research [11]

4 Results and Future Work

The exploratory study which covers the first phase has been conducted and the data have
been collected. The data analysis is in process.

A preliminary analysis of both the qualitative and quantitative data confirms our
initial hypothesis that there is a lack of hardware equipment in computing labs and that
accessibility is difficult. Data further support acceptance of students to use new education
tools, and that AR might be effective.

The future design science steps and phases will be:

• Making a full analysis the data;
• Developing and testing the tools;
• Deploying and evaluating usage of the tool.
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