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Preface

The 20th International Conference on Intelligent Tutoring Systems (ITS 2024) was held
in Thessaloniki, Greece, from June 10 to June 13, 2024.

ITS 2024 is evolving to a new concept of Artificial Intelligence which can be found
in various disciplines and can serve human education and well-being. This new concept
is named: Generative Intelligence. Generative Intelligence concerns various AI systems,
techniques, architectures, methods, or tools based onmachine learning in particular deep
learning which can be used to generate texts, images, solutions, and environments, able
to enhance Human Intelligence, cognitive capacities, memory, and learning. Instead of
trying to reproduce human behavior or recognize human traits using artificial intelligence
techniques or learning analytics, Generative Intelligence provides means to increase
human cognitive potential.

The conference featured eight distinct tracks in which the concepts mentioned above
contribute to the increase of Generative Intelligence. Each track included (but was not
limited to) a list of topics of interest which can be found below. Submitted papers refer
to one of the tracks here below.

Conference tracks

T1: Generative Intelligence in Tutoring Systems

The goal of this track was to show how new techniques inspired by artificial intelligence
and new methods in education can improve learning and teaching and generate the
capacity for knowledge acquisition. The topics of this track include generative learning
strategies, distance education, learning analytics for tutoring systems, deep learning
and machine learning for tutoring systems, online and distance learning, generative
learner models, emotion recognition, human-machine interaction, case-based reasoning,
cognitive modeling, open learning, authoring systems, cultural learning, and adaptive
learning.

T2: Generative Intelligence in Healthcare Informatics

The goal of this track was to show the progress of AI tools for increasing the propaga-
tion of healthcare techniques and their efficiency. Informatics providesmeans to improve
the prediction, analysis, and treatment of disease and patients’ control over their own
care. The topics of this track were AI and telemedicine, medical image processing,
virtual systems for healthcare, learning analytics in medicine, progress of AI for non-
pharmacological Alzheimer’s treatments, predictive modeling of healthcare, intelligent
tutoring systems in medicine, machine learning and deep learning in healthcare, AI in
medical education, AI in public health, home management of healthcare, neurofeedback
techniques, games for healthcare, virtual reality (VR), and augmented reality (AR).

T3: Human Interaction, Games, and Virtual Reality

The goal of this track was to show the progress of interactive games using generative
intelligence techniques. Intelligent games can adapt to the characteristics of the player
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and canbe used to enhance learning, skills,memory, cognitive capacities, brain-computer
interaction, and strategic decisions. They can be used in various applications (education,
healthcare, group management, decision support systems, industry control). Multimedia
allows an increase in the receptivity of sensors and reactions. The topics of this track
included Brain-Computer Interaction (BCI), game design, intelligent immersive games,
multi-agent systems, educational games, social games, generative simulations, theory
of games, reinforcement learning in games, virtual and generative reality, simulation
training, emotions recognition, neurofeedbackgames, generative scenario design, human
interaction with games, multimedia technologies in games, fuzzy systems in games,
artificial intelligence in games, and games content generation.

T4: Neural Networks and Data Mining

This track was a crucible for innovation, where the latest techniques in machine learning
intersect with the rich, untapped data of educational environments, aiming to revolu-
tionize the pedagogical landscape and pave the way for a future where intelligent tutor-
ing systems are as nuanced and insightful as the educators they seek to augment. The
topics of this track include supervised machine learning, genetic algorithms, Marko-
vian regulation, smart sensor networks, determinate regulation, games and strategies,
fuzzy systems, web information processing, applications of data mining in social sci-
ences, data-driven reasoning, deep learning and statistical methods for data mining, big
data mining, algorithms for data mining, ethical data analytics, and data mining for
recommendation.

T5: Generative Intelligence and Metaverse

This track was dedicated to exploring the innovative synthesis of generative algo-
rithms and the boundless educational landscapes within virtual environments.We delved
into how generative AI is revolutionizing personalized learning experiences, creating
dynamic content, and fostering engaging educational models that are as limitless as the
Metaverse itself. Participants gained insights into the latest advancements, discussed
the integration of AI-driven pedagogies in virtual spaces, and engaged with ground-
breaking research that shapes the future of learning. Here, educators, technologists, and
researchers came together to craft the nexus of next-generation learning platforms–where
intelligence generation meets the expanse of the Metaverse, setting a new paradigm in
digital education. The topics of this tracks included technology and creativity around
Metaverse, gaming and interactivity, mixed reality and virtual world, social and digital
identity, extended reality, digital art, social communication, applications of Metaverse
in health, and global Metaverse.

T6: Security, Privacy, and Ethics in Generative Intelligence

Aswe step into an erawhereAI’s capabilities to generate content are nearly indistinguish-
able from human output, we must also navigate the complex web of security challenges,
privacy concerns, and ethical dilemmas that accompany these advancements. This track
offered a multidisciplinary forum for examining the safeguarding of digital identities,
the protection of intellectual property, and the moral imperatives guiding AI interac-
tions in educational settings. Experts, scholars, and practitioners from around the globe
converged to share their wisdom, debate best practices, and forge strategies to ensure
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that generative intelligence develops in a manner that is secure, respects privacy, and
adheres to the highest ethical standards. Together, we will chart the course for responsi-
ble stewardship of AI technologies that enhance learning while honoring the trust placed
in them by educators and learners alike. The topics of this track included commercial
security, data privacy and security, web security, applied cryptography, authentication,
identity management and biometrics, electronic payments, culture of ethics, business
and human rights, diversity and inclusion in teaching and learning, environmental ethics,
machine learning and security, cloud computing and data outsourcing security, mobile
payments, security in games, security of peer-to-peer networks, security metrics, sus-
tainability, language-based security, security and privacy for the Internet of Things, and
socio-technical security.

T7: Generative Intelligence for Applied Natural Language Processing

This track was dedicated to unearthing and showcasing the transformative power of gen-
erative models that are reshaping the way we interact with language in computational
settings. It served as a beacon for those who are leveraging these advancements to build
sophisticated tutoring systems capable of understanding, generating, and personaliz-
ing language-based interactions. The topics of this track included language modeling,
domain ontologies, computational linguistics, cognitive semantics, text mining, trans-
lation, question answering, dialogue systems, information retrieval, speech recognition
and synthesis, discourse, machine translation, and lexical semantics.

T8: Generative Intelligence for Autonomous Robots and Learning

Generative intelligence with robots includes a variety of new criteria that provide more
human characteristics to robots. Such elements concern emotions, mood, and facial
expressions which give a more realistic interaction with humans. They transform robots
into useful human-like companions. The topics of this track included butwere not limited
to emotional robots, voice recognition, intelligent agents, autonomous robots, planning
and Goal reasoning, entertainments robotics, intelligent systems and robotics, applica-
tions of autonomous intelligent robots, sensors and vision systems for robots, generative
exploration in hazardous situations, extraction of environment maps, robots in medicine,
and teaching robots.

The call for scientific papers solicited works presenting substantive new research
results in using generative artificial intelligence (GenAI), advanced computer tech-
nologies and interdisciplinary research for enabling, supporting, and enhancing human
learning.

The international Program Committee consisted of 78 leading members (32 senior
and 46 regular) of the Intelligent Tutoring Systems and AI communities, assisted by
additional external reviewers.

Research papers came from 25 countries and were each reviewed by three reviewers
through a double-blind process. ITS 2024 retained the strict and high standards in the
review process that were established during the previous years, and which have rendered
it a top-flight, rather selective, and high-quality conference. This year, 35 papers were
accepted as full, whereas 28 papers were accepted as short. We believe that the selected
full papers describe some very significant research and the short papers some very
interesting new ideas.



viii Preface

The management of the review process and the preparation of the proceedings was
handled through the EasyChair platform.

ITS 2024 had two outstanding Invited Speakers in the plenary sessions: Eftychios
Protopapadakis (University ofMacedonia,Greece), a renownedfigure inMachineLearn-
ing,Optimization, andComputerVision, andGiannaMartinengo,CEOofDidaelKnowl-
edge Technologies Services and President ofWomen&Tech ETS, specializing in Learn-
ing and AI (Milano, Italy). Both are leaders in different specialized areas of the ITS field.
In addition, ITS 2024 had an excellent Tutorial Speaker: Panagiotis Fotaris (University
of Brighton, UK), specializing in Digital Games and User Experience Design.

Moreover, ITS 2024 hosted two workshops, one under the title: Breaking Barriers
with Generative Intelligence (BBGI’24) and another one under the title: Digital Trans-
formation in Higher Education. Empowering Teachers and Students for Tomorrow’s
Challenges (Back2Basics). The program of ITS 2024 also included a panel on Potential
Ways of Creative Use of Gen AI (e.g., ChatGPT) in Computer Science Departments.

In addition to the contributors mentioned above, we would like to thank all the
authors, themembers of theProgramCommittees of all tracks, the external reviewers, and
the Steering Committee members as well as the Hosting Institution of the Conference,
the University of Macedonia, in Thessaloniki, Greece.

We finally would like to acknowledge that ITS 2024 was held under the auspices of
the Institute of Intelligent Systems (IIS) and was organized by Neoanalysis Ltd, under
the guidance of Kitty Panourgia, the Organization Chair, and her team.

April 2024 Fuhua Lin
Angelo Sifaleras



Organization

Conference Committee

Program Committee Chairs

Oscar Lin Athabasca University, Canada
Angelo Sifaleras University of Macedonia, Greece

Program Advising Chairs

Maiga Chang Athabasca University, Canada
Yugo Hayashi Ritsumeikan University, Japan
Christos Troussas University of West Attica, Greece
Seiji Isotani Harvard University, USA

Organization Committee

Organization Chair

Kitty Panourgia Neoanalysis Ltd., Greece

Organization Members

Maria Lafazani
Iias Petrodaskalakis
Kostantina Traka
Paula Dona
Isaak Tselepis

Program Committees

Senior Program Committee

Roger Azevedo University of Central Florida, USA
Emmanuel Blanchard Le Mans University, France



x Organization

Benedict Du Boulay University of Sussex, UK
Bert Bredeweg University of Amsterdam, The Netherlands
Stefano A. Cerri LIRMM, University of Montpellier, France
Maiga Chang Athabasca University, Canada
Michel Desmarais École Polytechnique de Montréal, Canada
Cyrille Desmoulins Université Grenoble Alpes, France
Claude Frasson University of Montreal, Canada
Sabine Graf Athabasca University, Canada
Yugo Hayashi Ritsumeikan University, Japan
Wu-Yuin Hwang National Dong-Hwa University, Taiwan
Seiji Isotani Harvard University, USA
Lewis Johnson Alelo Inc., USA
Charalampos Karagiannidis Aristotle University of Thessaloniki, Greece
Kinshuk University of North Texas, USA
Vivekanandan Kumar Athabasca University, Canada
Amruth Kumar Ramapo College of New Jersey, USA
Susanne Lajoie McGill University, Canada
Nian-Shing Chen National Taiwan University, Taiwan
Alessandro Micarelli Roma Tre University, Italy
Phivos Mylonas Ionian University, Greece
Riichiro Mizoguchi Japan Advanced Institute of Science and

Technology, Japan
Roger Nkambou Université du Québec à Montréal, Canada
Elvira Popescu University of Craiova, Romania
Demetrios Sampson University of Piraeus, Greece
Filippo Sciarrone Roma Tre University, Italy
Marco Temperini Sapienza University of Rome, Italy
Stefan Trausan-Matu Politehnica University of Bucharest, Romania
Christos Troussas University of West Attica, Greece
Julita Vassileva University of Saskatchewan, Canada
Panagiotis Vlamos Ionian University, Greece

Program Committee

Mohammed Abdel Razek Al-Azhar University, Egypt
Galia Angelova Bulgarian Academy of Sciences, Bulgaria
Renu Balyan SUNY Old Westbury, USA
Maria Lucia Barron-Estrada Instituto Tecnológico de Culiacán, Mexico
Azza Basiouni Liwa College, UAE
Hamdi Ben Abdessalem University of Chicoutimi, Canada
Jesus G. Boticario UNED, Spain
Tharrenos Bratitsis University of Western Macedonia, Greece



Organization xi

Ting-Wen Chang Beijing Normal University, China
Chih-Yueh Chou Yuan Ze University, Taiwan
Evandro Costa Federal University of Alagoas, Brazil
Ali Akber Dewan Athabasca University, Canada
Georgios Evangelidis University of Macedonia, Greece
Nikolaos Fachantidis University of Macedonia, Greece
Reva Freedman Northern Illinois University, USA
Ashok Goel Georgia Tech, USA
Xiaoqing Gu East China Normal University, China
Ella Haig University of Portsmouth, UK
Yusuke Hayashi Hiroshima University, Japan
Dimitrios Hristu-Varsakelis University of Macedonia, Greece
Qun Jin Waseda University, Japan
Srecko Joksimovic University of South Australia, Australia
Mizue Kayama Shinshu University, Japan
Georgia Koloniari University of Macedonia, Greece
Blair Lehman Educational Testing Service, USA
Chao-Lin Liu National Central University, Taiwan
Carla Limongelli Roma Tre University, Italy
Pin-Chuan Lin Mount Saint Vincent University, Canada
Frederick Li University of Durham, UK
Mirko Marras University of Cagliari, Italy
Wolfgang Müller University of Education Weingarten, Germany
Silvia Margarita Baldiris Navarro University of Cartagene, Colombia
Kuo-Liang Ou National Hsin-Chu University of Education,

Taiwan
Sasha Poquet University of South Australia, Australia
Eftychios Protopapadakis University of Macedonia, Greece
Valéry Psyché TÉLUQ University, Canada
Ricardo Queiros Agostinho Neto University, Portugal
Ioannis Refanidis University of Macedonia, Greece
Flippo Sciarrone Universitas Mercatorum, Italy
Riina Vuorikari ALL DIGITAL, Belgium
Dunwei Wen Athabasca University, Canada
Stylianos Xinogalos University of Macedonia, Greece
Milos Kravcik DFKI GmbH, Germany
Shaozi Li Xiamen University, China
Theodore Kaskalis University of Macedonia, Greece



xii Organization

Steering Committee

Chair

Claude Frasson University of Montreal, Canada

Members

Stefano A. Cerri LIRMM, University of Montpellier and CNRS,
France

Maiga Chang Athabasca University, Canada
Amruth Kumar Ramapo College of New Jersey, USA
Yugo Hayashi Ritsumeikan University, Japan
Isabel Fernandez-Castro University of the Basque Country, Spain
Guy Gouardères University of Pau and Pays de l’Adour, France
Alan Lesgold University of Pittsburgh, USA
James Lester North Carolina State University, USA
Alessandro Micarelli Roma Tre University, Italy
Roger Nkambou Université du Québec à Montréal, Canada
Giorgos Papadourakis Hellenic Mediterranean University, Greece
Elliot Soloway University of Michigan, USA
John Stamper Carnegie Mellon University, USA
Daniel Suthers University of Hawaii, USA
Stefan Trausan-Matu University Politehnica of Bucharest, Romania
Christos Troussas University of West Attica, Greece

Advisory Committee

Members

Luigia Carlucci Aiello Sapienza University of Rome, Italy
Kinshuk University of North Texas, USA
Demetrios Sampson University of Piraeus, Greece

Workshop 1: Breaking Barriers with Generative Intelligence (BBGI)

Chair

Azza Basiouni Liwa College Abu Dhabi, UAE



Organization xiii

Senior Program Committee

Claude Frasson University of Montreal, Canada
Oscar Lin Athabasca University Canada
Kinshuk University of North Texas, USA

Program Committee

Michael Lin Mount Saint Vincent University, Canada
Xiaokun Zhang Athabasca University, Canada
Khaled Shaalan British University in Dubai, UAE
Ahmed Al-Gindy Canadian University Dubai, UAE
Ray Al-Barazie Liwa College Al Ain, UAE
Beenu Mago Skyline University College, UAE
Rasha Hasan Liwa College Abu Dhabi, UAE
Said Salloum University of Salford, UK

Workshop 2: Back2Basics

Chairs

Anastasios Economides University of Macedonia, Greece
Maria Perifanou University of Macedonia, Greece

Program Committee

Alexandros Mikroyanidis Open University, UK
Carlos Santos University of Aveiro, Portugal
Tobias Ley Danube University Krems, Austria
Maka Eradze University of Aquila, Italy
Stavros Nikou University of Strathclyde, UK
Rita Santos University of Aveiro, Portugal
Luis Pedro University of Aveiro, Portugal
Panagiotis Kosmas University of Limassol, Cyprus



Invited Talks



Unleashing Potential: Harnessing the Power of Generative
AI in Intelligent Tutoring Systems

Eftychios Protopapadakis

Department of Applied Informatics, University of Macedonia,
156 Egnatia Street, GR-546 36 Thessaloniki, Greece

eftprot@uom.edu.gr

Abstract. Intelligent Tutoring Systems (ITS) fueled by Generative AI
(genAI) provide an exceptional opportunity to revolutionize education.
Offering personalized learning experiences, tailored to individual needs
and preferences, is not an easy task, yet it becomes easier by the year.
In this keynote, we explore how genAI-powered ITS can transcend the
limitations of traditional education models, paving the way for a new era
of cognitive empowerment and skill development.

Through advanced algorithms and adaptive learning techniques,
genAI-powered ITS can deliver targeted instruction, personalized prac-
tice problems, and immersive simulations that foster critical thinking and
problem-solving skills. By leveraging the unique capabilities of genera-
tiveAI, educators can further boost the humancognitive potential,moving
beyond rote memorization to cultivate deep understanding and mastery.

However, alongside the promise of genAI-powered ITScome inherent
challenges thatmust be addressed.Biases embeddedwithinAI algorithms
and concerns regarding data privacy and security demand careful consid-
eration. Yet, by proactively addressing these challenges and fostering
collaboration between AI developers, educators, and policymakers, we
can ensure the responsible and ethical application of genAI in education.

The importance of collaboration and partnership between AI and
human educators is a topic worthy of investigation. By combining the
expertise of AI algorithms with the guidance and mentorship of teach-
ers, we can create a symbiotic relationship that enhances the learning
experience and maximizes student outcomes. Together, we can envision
a future where genAI-powered ITS play a central role in democratizing
education, empowering learners of all backgrounds to reach their full
potential and contribute meaningfully to society.

Keywords: Intelligent Tutoring Systems · Generative AI · Personalized
Learning · Cognitive Potential · Educational



Sharing from Experience: Competencies for “Intelligent
Dialogues” with Emerging Technologies

Gianna Martinengo

CEO and Founder of Didael KTS and President of Women&Tech® ETS,
DKTS: Digital Knowledge Technologies Services, Via Ampère 61/A,

20131 Milan, Italy
gianna.martinengo@didaelkts.it

Abstract.We have witnessed the various phases of technologies support-
ing human learning and at the same time of artificial intelligence since
1982,mainly bymeans of business initiatives,within hundreds of projects
of private and public interest including many EU pre-competitive ones.
Lessons learned and tips for the future are at the core of our talk. The
main issues we privilege are knowledge, competencies, and ethics for the
future of modern, interactive AI including human learning as a first pri-
ority. As a side effect, we will shortly describe our efforts for women, by
demonstrating the interest of a true complementarity between genders,
as a source of innovation in society: future business as well as academic
initiatives. Last, we briefly quote our contribution to the EU Parliament
for the AI act recently approved. We are proud to see the initial imple-
mentation of an AI office, dedicated to the certification of AI products
and services, as we proposed, motivated and documented in our written
reports in 2021.

Keywords: digital transformation · AI · ethics · change management ·
evolving society · women’s empowerment
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Abstract. In the contemporary context of the medical field, the collaboration
between technology and classical medicine becomes essential to improve the effi-
ciency of the medical act and to be able to provide personalized care using the lat-
est available technologies. The healthcare industry faces a number of challenges,
including rising costs and a shortage of healthcare professionals. Effective and
personalized medical treatment is one of the essential goals of healthcare systems
spread across the globe.Distributedweb infrastructure can help improve efficiency
and reduce costs by simplifying communication and collaboration between health-
care providers. Distributed web systems offer a major new opportunity to improve
the field throughmore effective interconnection and collaboration between health-
care providers and patients. Distributed web infrastructure improves data privacy
and security by eliminating sensitive points. By allowing patients to share specific
information with healthcare providers while maintaining privacy, they have more
control over their medical data. This model of approach contributes to a model of
patient-oriented medical care rather than distributing attention to the shortcom-
ings of the information system. Decentralized data repositories and collaborative
platforms can accelerate the pace of medical discovery and promote more efficient
clinical trials. Integrating a distributed web infrastructure in healthcare promises
to deliver personalized care and improve medical practice. This shift in direction
towards decentralization will provide new opportunities for innovation, collab-
oration, and improving patient outcomes in the context of improved healthcare
services.

Keywords: Distributed web systems · Healthcare informatics ·Medical
efficiency · Personalized care · Artificial intelligence

1 Introduction

Public health informatics encompasses the communication, surveillance, information,
and learning systems relevant to public health, as well as their conceptualization, design,
development, implementation, evaluation, and maintenance. Public health informatics
requires a broad range of knowledge fromamultitude of fields, including information and
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communication technology, computer science, management, organizational theory, psy-
chology, communications, political science, and law. In practice, these systems require
knowledge in the fields of epidemiology, microbiology, toxicology, and statistics [1].

Public health informatics is distinguished from other types of informatics by the
following characteristic [2]:

– The focus is on using the applications of science and information technology to
improve the health of the population as a whole, not the individual.

– The priority is disease prevention rather than treatment.
– The focus is on prevention at all points that lead to illness, injury, or disability.
– The operation of such a system is typically done in a government setting, not a private

setting.

As a result of increasingmedical problems, hospitals have limited capacity, and there
is an acute shortage of medical professionals. These problems enable the use of tools
such as IoT, artificial intelligence, machine learning, and data analysis [3].

In the era of Industry 4.0, the application of IT technologies in the healthcare industry
has become highly valued. Each segment has a significant impact on the growth and
development of a nation’s economy and plays a significant role in making a difference
[4].

In terms of improving the accessibility, security, and personalization of health ser-
vices, the distributed web infrastructure, which is characterized by the storage and
processing of data in decentralized locations, plays an important role [5].

The adoption of advanced healthcare information systems and medical informatics
requires an integrated approach highly sensitive to different social, economic, political,
and cultural factors [6].

Healthcare reform, advances in information technology, and the emergence of big
data [3]. Continued innovation represents changes that leadmedical professionals to stay
connected with the development of public health informatics systems.

2 Literature Review

2.1 Significant Works in the Field of Study

In an article by Yogesh et al. [7], in today’s context with a significant amount of un-
collected data, medical informatics is gaining ground. The article discusses trends and
future directions in medical informatics for successful application in public health assur-
ance.With the advancement of technology, healthcare facilities face new issues that need
to be addressed by adopting appropriate policies and standards.

In a study by Sijm-Eeken et al. [8], the main objective was to develop a theory-
based framework to be able to improve and accelerate the development, selection, and
implementation of solutions that reduce the impact climate of medical organizations.
In conclusion, it is suggested that research should assess its applicability in measur-
ing and evaluating the impact of green health informatics solutions on environmental
sustainability and climate resilience.

Research by Alanazi [9] emphasizes the importance of information technology in
the context of the significant changes that the system has recently undergone. In order
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to properly prepare future health care providers, the author argues that it is essential to
introduce information technology courses into health science programs. Experts identify
sevenkey areas, stressing the need for introduction and the fact that theyplay a crucial role
in producing competent graduates in the health sciences. Finally, the experts developed
and validated the proposal.

2.2 Authors and Research Groups Analysis

By applying a dynamic analysis method to the subject of medicine, especially medical
informatics, the specialized sites offer a diversity of publications signed by a large
number of authors.

Fig. 1. A graphic map of authors for the search term “Healthcare Informatics”

In order to conduct this empirical study, the “Dimensions.ai” platform was used as
a database, and its search functionality was used. The obtained results were interpreted
using the VOSviewer application to easily identify the authors who published on this
topic, with a graph as output. The group of identified authors represents distinct groups
within an author. Thedataset contains 12452 authors.Anauthor’s relevance is determined
by appearing as an author in at least three papers, and that author also had to have at
least two citations. A total of 497 people met these conditions (see Fig. 1).

Using the samedata set,we alsomade amapof the countries fromwhich these authors
who write articles on medical informatics come from. For a country to be considered
relevant, it had to have at least three papers, each of which had at least two citations.
The total number of countries from which the authors originated is 97, after applying
the previously stated conditions, 69 countries met the conditions (see Fig. 2).
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Fig. 2. A country map of authors for the search term “Healthcare Informatics”

3 Method

3.1 Distributed Web Systems Architecture

Distributed web systems are a type of computing architecture in which data processing
(processing and storage) capabilities are spread across multiple nodes or locations, often
geographically dispersed [10]. Features for which distributed web systems are used
[11]: decentralization, scalable, data replication, load balancing, fault tolerance, inter-
connected nodes, parallel processing.

ADistributedWeb Systems includes locally distributed server nodes that allow client
applications to see multiple IP addresses [12]. A diagram of the architecture is available
in Fig. 3. The userwants to accesswww.website.com. Initially, theClientmakes a request
to the Local DNS Server to decode the domain into an IP.

When the DNS Server connects to the Authoritative DNS Server, it responds with
the IP 181.12.34.2, which is sent via the Local DNS Server back to the Client’s laptop.
Through an HTTPS request through the IP, it connects to Web Server 2, from where it
retrieves the content desired by the user. Because DNS plays a very important role for
Distributed Web Systems, authoritative DNS is included in the system box. The DNS
mechanism assigns the Client’s request to a target server during the address lookup
process and the name of the website in the search phase [12].

A National Health System is a system of people, institutions, and resources that
provide health care services to meet the health needs of a country’s population [13]. It

http://www.website.com
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includes both primary health care services, such as those provided by family medicine,
and secondary and tertiary care services, such as those provided by hospitals and private
clinics [14].

Fig. 3. Distributed Web Systems architecture diagram

Nowadays, the health systemhas become an essential component of national security,
promoting the health of citizens and thereby contributing to the support of the population
[15]. Consequently, each state must build a sanitary system that guarantees the health
status of the population, because this is essential for improving the life and longevity of
the population [16].

An efficient system developed on a distributed web system architecture can bring
energy efficiency, resulting in a cost reduction on usage [17]. Through a properly
designed IT system, it can help improve the quality of medical care by providing up-to-
date medical information to support medical staff in making medical decisions and also
to monitor the results of treatments and patients [18].

The proposed architecture is developed on the architecture realized in Fig. 3. It is
developed around Data Centers: Data Center 1, Data Center 2, and Data Center 3. As
can be seen in Fig. 4. The Data Centers are interconnected through a LAN network,
which is connected to the Back-end Server. All data is accessed through the National
Data Repository, and with the help of the DNS Server, the address of the Data Center
that will receive the request is obtained.

In the upper left part of Fig. 4, you can see the medical area at the level of a county.
Within it we have Public Hospitals, Family Medicine, and Emergency Medicine that
exchange data with the help of a server dedicated to the County Health Department. The
County Health Department server will connect to the National Data Repository after
passing two FireWalls (one at the exit from the county network and the other before
connecting to the National Data Repository). Between the two FireWalls, a connection
will be made WAN.
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Fig. 4. Diagram of the national public health system’s architecture

In the lower left part of Fig. 4, we find the National Health Insurance and Other
Government Agencies connecting to the externally accessible server using the same
method by going through two FireWalls.

In the upper right Fig. 4, we have a structure similar to that of the County Health
Department, only made around the Ministry of Health, which has three connections:
Surveillance, National Programs, and Statistics. The connection between the server at
theMinistry and the server for external data uses the same connection procedure, passing
through two FireWalls.

In the middle right part of Fig. 4, there are: NGOs, Private Hospitals, and Private
Health Insurance,which connect via the Internet andwill pass the security checks through
a FireWall, and the data will reach a Publishing Server. The second layer of FireWall is
not needed because the data stops on a server, only publishing the data in the system.
Through a Publishing Server, they only have the right to read and write new data without
deleting or altering existing data.

The National Community and the International Community can connect via the
Internet, they will pass the checks of the FireWall, and the data will reach the Publishing
Server.
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The system is designed to be used to create an electronic health record. It will store
medical information about patients, including medical history, test results and medical
prescriptions. The registry will be located in the Data Center (Fig. 4). Such a registry
helps to improve the coordination of medical care and reduce medical errors [16]. Its
design is also oriented towards telemedicine support. Through this form of consultation,
medical services can be offered at a distance via a smartphone, laptop, or tablet. The
system can transmit medical images to support video consultations between patients and
doctors (it can be seen in Fig. 4 at National Community). The system also supports the
medical research area (via Statistics Fig. 4). The collected data is used to identify trends
and develop new medical treatments.

3.2 Personal Care Using Artificial Intelligence

The previously integrated system is perfectly prepared to interface with AI technologies.
In general, “Artificial Intelligence” (AI) refers to the capacity for a computer to imitate
intelligent behaviors without the need for additional human intervention. Artificial intel-
ligence is generally believed to have begun with the invention of robots [19]. The word
“robota” is Czech in origin, which means biosynthetic machines used in forced labor. In
this field, an important legacy is that left by Leonardo da Vinci regarding robot-assisted
surgery, which bears his name. Da Vinci’s sketches of robots helped set the stage for
this innovation [20]. In 1495, Leonardo da Vinci’s metal-clad warrior became the first
robot to mimic human arm, jaw, and neck movements. His invention was a great source
of inspiration for this trend.

Artificial intelligence, described as the science and engineering of making intelligent
machines, was officially born in 1956. The phrase refers to a broad variety of aspects of
medicine, such as medical diagnosis, medical surveillance, and medical statistics [19].
There are two primary areas of AI in medicine: virtual and physical. The virtual branch
encompasses informatics approaches, from informationmanagement through generative
learning to control health management systems, including electronic health records and
the active guidance of physicians in their treatment decisions. The physical branch is used
to assist surgeons during operations. Nanorobots are also included in this branch. The
ethical and moral complications of these technologies require deeper attention, focusing
on medical utility, economic value, and the need to develop interdisciplinary strategies
for wider application. This paper will deal with the virtual branch.

With the help of the implemented system and through the opportunities offered by
artificial intelligence, a number of aspects of medical care can be personalized [19]:

– Diagnosis: AI has the ability to identify abnormalities in medical images, such as X-
rays and CT scans, to provide a more accurate diagnosis. In this way, conditions can
be identified in time so that a short-term treatment is necessary without complications
occurring.

– Treatment:AI can provide individualized treatments based onmedical history, genetic
data, and other factors. Thus, reducing the cost of treatments that do not work for the
patient.

– Patient monitoring: AI can be used to continuously monitor patients’ health and
prevent complications. Monitoring can be done even through the patient’s smart
phone. It continuously sends data to the medical system about the user’s lifestyle.
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4 Results

By implementing the proposed architecture, it has the potential to bring major changes
to the medical act. This is because the distribution enables access to medical information
and resources in a fast and secure way. This will lead to a reduction in waiting time for
patients, thus increasing accessibility to medical services.

Among the most important aspects of such a system [17]:

– Optimizing data flow: This type of infrastructure improves coordination and acceler-
ates the exchange of medical information between system actors.

– Advanced security: Distributed infrastructure provides a high level of security.
– Administrative efficiency: Helps manage healthcare data and processes efficiently,

reducing red tape and costs.
– Patient engagement: A secure web platform allows patients to access and participate

in the management of their health information.

The proposed system is ready for integration with the latest technologies. Thus,
the integration of healthcare personalization with AI into systems is a growing trend
in healthcare [18]. Artificial intelligence has the potential to significantly improve the
efficiency and quality of healthcare by providing healthcare tailored to the individual
needs of each patient.

5 Conclusion

In conclusion, this paper has proposed an IT architecture for an efficient medical system.
Such a system represents a significant evolution in improving the efficiency and quality of
medical care [1]. This architecture will enable better collaboration between healthcare
providers, increased accessibility to medical information, and personalized care. The
latest AI innovations that help improve personalized healthcare were also discussed.
This technology can be used in multiple ways, including analyzing large data sets to
identify patterns that can be used to predict disease risk, customize treatment plans, and
ultimately improve medical outcomes.

In today’s medical context, the proposed IT architecture, together with the use of
AI, has the potential to revolutionize the media system [19]. Through collaboration
with specialists in the field of information and communication technology and the right
investment. This would lead to efficient, affordable, and personalized healthcare that
would benefit patients and healthcare providers alike.
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Abstract. This paper presents a method for classifying discussion posts of online
courses, aiming to improve students’ cognitive engagement in online learning.
This method utilizes deep learning models including a GloVe embedding and a
hybrid long short-term memory (LSTM) network within an educational frame-
work called interactive, constructive, active, and passives (ICAP), which classi-
fies the students posts into interactive, constructive, active, and passives classes.
These classes quantify the students’ level of cognitive engagement in their online
course discussion posts. We used textual attributes and label-specific characteris-
tics (e.g., text length, sentiment polarity, and subjectivity) to gain comprehensive
insights into the forum posts’ emotional and cognitive depth. We further refined
these features with a pre-trained GloVe embedding, which enhanced the classifi-
cation accuracy. We interpreted the model’s decision-making process using local
interpretable model-agnostic explanations (LIME) for added transparency and
interpretability. By employing deep learning models with ICAP and LIME, this
study demonstrates an effective use of the proposed system for improving student
cognitive engagement in online learning.

Keywords: Online learning environment · GloVe embedding · deep learning ·
cognitive engagement · ICAP framework · LSTM

1 Introduction

The evolution of online learning has reshaped the educational landscape of higher edu-
cation [1]. The reach of online courses has become both geographically and culturally
borderless. Students from different countries and cultural backgrounds are contribut-
ing their unique perspectives to these virtual learning environments. In online courses,
course discussion forums play an important role in improving students’ engagement
with the instructors and their peers. Because of discussion posts, students do not only
learn from course materials and lectures, but they also get the opportunity to learn from
interacting with the others [2]. Online discussion helps improve students’ critical think-
ing and problem-solving skills, decision making ability, communication skills and their
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ability to organize and analyze information [3]. The asynchronous form of online course
discussion posts helps to reveal students’ behavioral and cognitive intelligence [4]. The
form of discussion posts mimicking the traditional classroom interactions in the online
courses while offering significant advantages by eliminating the limitation imposed by
time and physical presence [5].

Course discussion forums enable educators to derive valuable pedagogical insights
from students’ posts, which reflect their cognitive capabilities. Discussion posts con-
tain rich and multi-level cognition-related behavior patterns, which bring the potential
for an in-depth investigation into the varying trend of a group and individual students’
cognition processing through forum content analysis [6]. For example, posts showing
concept application, critical analysis, or idea synthesis indicate higher cognitive engage-
ment. Although discussion posts are useful to detect students’ cognitive engagement,
automating this detection process is still challenging. Employing coding schemes from
educational frameworks (e.g., ICAP [7]) further open the opportunities for this type
of analysis. The ICAP is grounded in the learning theory [8], which helps identifying
engagement and interaction patterns and customizing learning. This framework informs
on engaging course elements, areas needing support, impacting teaching methods on
cognitive development, guiding curriculum, and refining instructional strategies.

In this study, we investigated the potential of using deep learning and natural lan-
guage processing (NLP) techniques with the ICAP framework to identify the level of
students’ cognitive engagement for analyzing course discussion forum.We explored two
main research questions, RQ1: How can we automate cognitive engagement detection
for analyzing course discussion forums? RQ2: What insights can we get from students’
cognitive engagement detection? We used GloVe embeddings, enhanced feature engi-
neering and a hybrid LSTM model to classify discussion posts into ICAP’s categories.
We compared the performance of hybridLSTM, standardLSTM, support vectormachine
(SVM), random forest (RF), K-nearest neighbor (KNN), logistic regression (LR), and
gradient boosting (GB), where the hybrid LSTM with the enhanced features performed
the best. This demonstrates the potential of using NLP and deep learning techniques in
automating students’ cognitive engagement detection for analyzing course discussion
forum.

The rest of the paper is organized as follows. Section 2 discusses related works to
this research study. Section 3 discusses the proposed framework. Section 4 presents
the experiments and results. Finally, we conclude the paper with some future research
directions in Sect. 5.

2 Related Work

Understanding students’ cognitive engagement is critical in online learning for creating
effective learning strategies. The ICAP framework, central to this study, analyzes learn-
ing behaviors to illuminate student engagement in digital settings, providing a detailed
understanding of learning dynamics. The advancement in deep learning and NLP tech-
niques facilitate educational researchers a deeper analysis of cognitive engagement and
allows for personalized educational approaches to cater to individual student needs.

The ICAP framework suggests that interactive activities yield better learning out-
comes than constructive or active ones [7]. This framework, based on research and case
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studies, provides a theoretical base to enhance learning activities. However, the study’s
focus on theory over practical application and the absence of empirical testing and tools
suggest areas for further exploration and development. Gorgin et al. [9] assessed cog-
nitive engagement in online forum using some traditional machine learning techniques
with ICAP and Bloom’s taxonomy. It explored linguistic and contextual features using
decision tree, random forest, and SVM classifiers, highlighting the SVM’s effectiveness.
This study did not explore word embedding and deep learning techniques. Considering
factors like course structure and facilitation method that affect engagement could further
improve this study as well. Yogev et al. [10] created an automated system to classify
cognitive engagement in the Nota Bene forum, showing higher cognitive engagement
correlateswith learning gains and helps improving course design and discussions. It visu-
alizes cognitive engagement and highlights differences in different engagement levels.
However, this system lacks detail on the classification process and emphasizes broad cog-
nitive engagement categories over specific types. Hayati et al. [11] developed a system
to categorize learners’ cognitive engagement in forum threads, which helps instructors
to reduce online learners disengagement. However, the classification of this system has
not been backed up with any educational framework, such as ICAP [7] and CoI [12].

Several studies explored cognitive engagement detection using deep learning tech-
niques. Liu et al. [13] examined the relationship between emotional and cognitive
engagement in MOOC forums using a BERT-CNN model. It found a strong correla-
tion between positive/confused emotions and high-level cognitive engagement, which
is predictive of learning success. Wang et al. [14] investigated the relationship between
forum discussion quality and learning outcomes using the ICAP framework and a LDA
topic modeling on a psychology MOOC and found that the social topic discussions
promoted higher-order thinking, unlike technical discussions, with off-topic conversa-
tions. Authors identified several challenges including limited availability of data for a
detail engagement categorization and the inability to assess cognitive engagement out-
side forums, and recommended wider coding manual use and boosting of the forum
participation to get for a deeper insight. Atapattu et al. [8] analyzed cognitive engage-
ment in teacher PD MOOCs using word embeddings and the ICAP framework, with
Doc2vec converting posts into vectors to assess engagement. It found three engagement
types: active, constructive, and a blend, influenced by MOOC activities where reflec-
tion fostered constructive, and discussions encouraged active engagement. Liu et al.
[15] automated cognitive engagement classification in online discussions using CoI and
ICAP frameworks, excluding the “passive” category for a low engagement employing a
semi-supervised learning with LIWC and BERT features. In this study, we investigated
feature engineering, various machine learning models including deep learning, and NLP
techniques, to improve the ICAP categorization and detection of the levels of students’
cognitive engagement in course discussion forums.

3 System for Cognitive Engagement Detection

The proposed system uses deep learning models and NLP techniques with ICAP frame-
work for students’ cognitive engagement detection, analyzing posts in course discussion
forum. Within the framework, the preprocessing steps, such as converting to string, and
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removing punctuation, numbers, and numbers have been applied for data cleaning and
refinement. In the feature extraction step, GloVe embedding and a feature engineer-
ing technique have been applied to extract linguistic, contextual, and semantic features
to improve student engagement detection with the ICAP categories. For the classifi-
cation, the proposed system employs a hybrid LSTM within a modular architecture.
Hybrid LSTM was chosen because of its ability to handle text sequence, context, and
semantic comprehension.Model transparency and interpretability are described by using
local interpretablemodel-agnostic explanations (LIME). Themodular architecture of the
framework emphasizes scalability and adaptability, making it suitable for various online
learning platforms, which also makes it a valuable tool in the dynamic field of online
education. The architecture of the proposed framework is shown in Fig. 1.
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Fig. 1. Architecture of the proposed framework

3.1 Text Pre-processing and Feature Engineering

We applied standard text preprocessing steps, such as removing special characters, low-
ercasing, tokenization, and removing punctuation and stop words for the data cleaning.
After pre-processing the texts, we applied a feature engineering step to extract key infor-
mation from the non-tokenized text. This step analyzes text attributes that reflect broad
textual properties instead of specific words or tokens.

The feature engineering step involves domain-specific and discussion-oriented fea-
ture extractions, each serving a distinct purpose in the text analysis. The domain-specific
features (e.g., domain-keywords and reply-keywords) focus on capturing unique termi-
nologies and elements relevant to a particular field, tailoring the analysis to the specific
lexical context of the domain. The discussion-oriented features quantify the text’s dis-
course structure and dynamics using different metrics to numerically capture the discus-
sion’s style and nature. The discussion-oriented features are further be categorized into
universal features (e.g., sentence length, text length, named entity recognition (NER)
count) and label-specific features (e.g., sentence polarity, sentence subjectivity, senti-
ment polarity, sentiment subjectivity). The universal features are suitable for detection
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of all the ICAP labels, whereas the label-specific features are suitable to enhance the
detection of certain distinctive labels. For example, sentiment analysis plays an important
role for subjectivity and polarity classification. The subjectivity classification classifies
a given text into objective or subjective, i.e., separating facts from feelings, views, or
beliefs, where as the polarity classification determines whether a text entails a positive
or negative connotation [16].

3.2 GloVe Embedding

We extracted another set of features by applying GloVe embedding on the words after
tokenization. Tokenization breaks text into meaningful elements (tokens). GloVe is an
unsupervised learning technique for generating word embeddings [17, 18]. It involves
creating adictionary fromsentences,with unique integers assigned to eachword.Byclus-
tering semantically similar words, GloVe enhances model accuracy for related terms and
offers robustness to newwords through extensive dataset training [18]. It efficiently han-
dles the higher-dimensional nature of texts by representingwords in a lower-dimensional
space, easing the training process. GloVe’s unique weighting mechanism emphasizes
word importance by maintaining semantic relationships and proximity, making it essen-
tial for complex text classification tasks and capturing the nuanced relationship between
language and meaning.

In this study, we also use an autoencoder to fine-tune GloVe embeddings, adapt-
ing these pre-trained models to our dataset’s unique linguistic need. This enhances the
embeddings by improving feature relevance and minimizing noise. This fine-tuning also
preserves GloVe’s semantic integrity which boost both the efficiency and interpretability
of language processing. After extracting features, applying GloVe embedding followed
by fine tuning, and appended with the domain-specific and discussion-oriented features
extracted in the previous step, we created a comprehensive feature set. These features
are standardized to similar ranges, which facilitate to train the deep learning model of
this proposed framework.

3.3 Model Architecture

For the classification task,weused amodular architecture of double-layerLSTMnetwork
[19], where each LSTM detects a single cognitive level as shown in Fig. 1. In this
architecture, we used one-vs-all training approach for each module to classify the forum
posts according to the ICAP framework. This modular architecture allows a balance
between model complexity and generalization to achieve a high prediction accuracy.
This also gives the flexibility of adding any new module with a new label or removing
an existing one without interrupting the other modules in the network.
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In this architecture, we used hybrid LSTM for the classification. LSTM has the form
of a chain of repeating modules of neural networks. The modules have four neural net-
work layers interacting in a very special way, which removes or adds information to the
cell state by carefully regulating some structures called gates. Gates are a way to option-
ally let information go through. They are composed out of a sigmoid neural network
layer and a pointwise multiplication operation [19]. The LSTM plays important roles
in adopting complex sequential patterns and providing context-based interpretations of
the input text. LSTMmanages long-term dependencies through gating mechanisms and
maintaining a ‘cell state’ for selective memory retention or deletion. This functionality
grasps sentences’ context and semantics.

To prevent overfitting, we used recurrent dropout and L2-regularization. The dropout
randomly disables a fraction of input units during training to prevent dependency on
certain features and improve generalization. The recurrent dropout applies this principle
to the network’s recurrent connections. L2-regularization adds a penalty based on the
square of the weights to the loss function, which encourages smaller weights, reduces
network’s complexity, and mitigates overfitting. The output layer of the hybrid LSTM
network features a dense layer with a single unit and a sigmoid activation function, ideal
for binary classification. The sigmoid function outputs values between 0 and 1. We used
a threshold 0.5, where the output value above 0.5 is represented as ‘1’, and below 0.5 as
‘0’. For optimization, we used RMSprop optimizer with sparse data.

4 Experiment and Results

4.1 Dataset Preparation

We used Stanford’s MOOC dataset [20] in our experiment. The labels in the original
dataset are different than we need. We labeled the dataset manually by following the
ICAP coding scheme presented in [7, 9]. This data annotation was done by three experts.
Initially, two of the experts labeled the dataset individually without interacting with each
other. Then a third expert compared the labels assigned by the two experts and discussed
how to come into an agreement, where disagreement happened. If the two experts could
not come to an agreement, the post was removed to avoid any further confusion. We
considered four categories for the engagement labels: social, active, constructive, and
interactive. While the original ICAP [7] included a category called, passive posts, we
elected not to use this category, as this category could imply a lack of student involvement
in generating discussion posts.We rather incorporated the category of social engagement
as suggested byGorgun et al. [9]. Tables 1 and 2 illustrate the coding scheme of the ICAP
framework and the number of posts with different engagement levels, respectively.
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Table 1. ICAP coding scheme [7, 9]

Category Characteristics

Social (s) Social engagement is characterized by being unrelated to the main course
content or topics. It encompasses a variety of non-academic interactions, such
as addressing administrative matters, sharing personal interests, exchanging
greetings, introducing oneself, and expressing acknowledgments or gratitude

Active (a) This engagement category is defined by activities involving comprehension
and recall. It is marked by the use of or reference to previously covered
course materials. In this category, students do not contribute new information
or formulate novel arguments or products. Instead, it involves activities such
as rephrasing existing content, organizing resources, or reiterating the same
information

Constructive (c) This engagement category focuses on analysis and application. It is
characterized by the generation of new or supplementary ideas, arguments,
or products. Activities within this category include the development of novel
concepts, engaging in argumentation, making comparisons, exploring
cause-and-effect relationships, and employing reasoning

Interactive (i) This engagement category encompasses evaluation and creation. To qualify a
post under this category, it must not only involve generating new ideas or
outputs but also exhibit a dynamic of turn-taking. Activities indicative of this
category include judging, building upon, challenging, and expressing
agreement or disagreement with others’ ideas and arguments. This also
involves incorporating elements such as reasoning, cause-and-effect analysis,
or comparisons

Table 2. Number of posts for each category.

Engagement Type Number of posts from each category

Social 814

Active 656

Constructive 450

Interactive 420

4.2 Experiment Setup

As we mentioned earlier, we used GloVe embedding and feature engineering to extract
features from the data. We used 3298 unlabeled posts to fine-tuning the GloVe embed-
ding. The unlabeled data enhanced embedding precision and improved model’s perfor-
mance in academic discourse. We also used 2362 labeled posts to broaden the model’s
exposure and enhance the model’s generalization capability in educational discussions.
Our method treated all forum posts equally, whether they were initial threads or replies,
aiming to assess cognitive engagement in each post independently. This allowed us
to ignore variables like reply frequency or discussion recursion, focusing solely on the
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content’s cognitive aspects. However, this approach also has some limitations.We poten-
tially missed the interactive dynamics in extended threads where replies contribute to
ongoing conversations. Future research could address this by developing methodologies
that consider the context within threads, providing a deeper insight into the interactive
and collective dimensions of cognitive engagement in online forums.

We used LSTM for the classification task. LSTM requires inputs of consistent shape
and size, necessitating sequence padding for text data. We trained our model using an
RMSprop optimizer with a learning rate of 0.001 and binary cross-entropy for loss,
incorporating early stopping and a validation split to avoid overtraining and ensure
efficacy on the unseen data. Eachmodulewas trained for each ICAP category, optimizing
for precise feature learning relevant to distinct cognitive engagement levels. This enabled
our classification models to classify forum posts within the ICAP framework with high
accuracy. In classifying the posts with the cognitive engagement levels within the ICAP
framework, we employed a one-versus-all strategy for its simplicity and interpretability
in handling multi-class challenges, categorizing the posts into social, active, interactive,
and constructive. One-versus-all breaks down the task into binary classifications and
assigns posts to the class with the highest binary model confidence score, which can
ease analysis and enhance model clarity.

4.3 Results

We tested the system performance using two LSTM variants (i.e., standard LSTM and
hybrid LSTM) and five traditional machine learning models (i.e., SVM, RF, KNN, LR,
and GB). We also tested the impact of feature engineering on the models. Overall,
the hybrid LSTM performed best among the models we compared. Our experiment
revealed a varied impact of feature engineering on the different models as shown in
Fig. 2. Feature engineering significantly improved the hybrid LSTM model’s accuracy,
from 0.76 to 0.86, showcasing its enhanced ability to utilize additional features for
extracting complex patterns from sequential data. In contrast, the standard LSTMmodel
exhibited a slight decrease in performance post-feature engineering, with its accuracy
dipping from 0.6502 to 0.6353. This outcome suggests a potential mismatch between
the model’s architecture and the complexity introduced by the new features. Feature
engineering had mixed effects on the traditional machine learning models. SVM and RF
achieved a modest gain, showing some capacity to utilize the new features. In contrast,
KNN and GB performance declined, and LR was mostly unchanged. These outcomes
underscore the necessity of customizing feature engineering to fit the specific attributes
of each model.

The confusion matrices of predictions for the Hybrid LSTM without feature engi-
neering and with feature engineering are shown in Fig. 3, where the Hybrid LSTM with
feature engineering showed a clear improvement. Table 3 shows the performance of the
models with and without enhancements of the features in terms of precision, recall and
F1 score, where the hybrid LSTM significantly benefitted from the feature engineering
leading to the highest F1-score.
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Fig. 2. Accuracy of different machine learning models with and without feature enhancement

Fig. 3. Confusion matrix of prediction. (a) Prediction results of Hybrid LSTM without feature
engineering. (b) Prediction results of Hybrid LSTM with feature engineering

4.4 Explaining the Hybrid LSTM Prediction with LIME

To explain the transparency and interpretability of the hybrid-LSTM model (with the
feature engineering), we used LIME [21, 22]. LIME offers explanations by simplifying
the model’s predictions near a specific instance. In our study, LIME identified key words
or phrases influencing predictions in forum post classifications, offering insights into
their impact within the ICAP framework and improving the model’s reliability.

Applying the LIME to hybrid LSTMmodel, we yielded some insightful information,
which helped in demystifying the model’s decision-making process by identifying key
terms and their influence on the class labels. Figure 4 shows how certain words positively
and certain words negatively impact the classification decision of the posts. In Fig. 4(a),
the input post was “in the meantime, you can click cc in the bottom right-hand corner,
and it will show you the text that she’s saying it will highlight and go along as the video
plays”, which was classified as an active post. In this example, LIME identified words
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Table 3. Performance of different machine learning models with feature enhancement

Model With feature enhancement Without feature enhancement

Prec Rec F1 Score Prec Rec F1 Score

Hybrid LSTM 0.87 0.86 0.86 0.77 0.76 0.76

Standard LSTM 0.59 0.57 0.53 0.59 0.60 0.58

SVM 0.64 0.65 0.65 0.62 0.63 0.62

RF 0.62 0.63 0.62 0.62 0.62 0.62

KNN 0.38 0.38 0.38 0.49 0.48 0.48

LR 0.61 0.59 0.60 0.63 0.64 0.63

GB 0.60 0.59 0.59 0.62 0.63 0.62

Fig. 4. LIME interpretation for the predicted labels: (a) active; (b) not constructive

like “videos” and “plays” impacted positively, while “the”, “and”, and “as” negatively
impacted the ‘active’ classification. In Fig. 4(b), the input text was “if you clicked one
answer then you got the question wrong you need to click both”. In this example, the
words like “you” and “click” negatively impacted and the words like “working” and
“if” positively impacted the prediction of this post into not a constructive class. Since,
constructive class does not include a dialog/debate between peers, thus “you”was amajor
negative word and had a lot of weight to classify this post as not a constructive post,
while the word “question” plays positive role but not to a larger extent. This analysis
sheds light on the effects of specific words on model outcomes, which enhances the
understanding of the intricacies in language-based classification, as shown in Fig. 4.

5 Conclusion

This research study aimed to automate cognitive engagement detection within the inter-
active, constructive, active, and passive (ICAP) framework [7] through using deep learn-
ing models, particularly using hybrid LSTM, GloVe embeddings and enhanced feature
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engineering by analyzing the context and semantics of students’ course discussion posts.
The model was trained to classify posts into the ICAP’s categories and achieved a
notable success in quantifying cognitive engagement. Feature engineering played a cru-
cial role, boosting our model’s accuracy from 76% to 86%. Our method involved exten-
sive text preprocessing and feature engineering, where we extracted domain-specific
and discussion-specific features and appended the features with GloVe embedding. Our
modular architecture of hybrid LSTM with regularization and dropout layers helped to
avoid overfitting and increased the model’s generalization capability. Finally, the use of
LIME interpretation showed our model’s transparency by revealing how it makes the
decision of classification.

Our model’s predictions revealed a dominance of social and active posts among
the discussion posts in the dataset we used. This indicates a trend where many stu-
dents passively consume content, with fewer actively engaging with course materials
and peer discussions. Although our methodmade some progress in automating cognitive
engagement detection, this study still has some limitations which could be addressed
in further research. More focus should be given to the quality data annotation, which is
crucial for any machine learning model’s performance. Future research could explore
additional or alternative feature engineering techniques, such as TF-IDF, word2vec, or
BERT embeddings, to improve the model’s prediction. Exploring cognitive engagement
in other types of interactions, such as assignments, exams, and group projects, is a
promising direction, which may offer a comprehensive perspective on student engage-
ment beyond discussion posts. Integrating our model into learning management systems
could automate engagement monitoring, which could help instructors identify at-risk
students, tailor interventions, and enhance course outcomes. The model could be used
for enhancing recommendation or question-answering systems by suggesting engaging
discussion threads based on a student’s past interactions or automating responses to fre-
quent questions, thereby elevating online learning’s efficiency. This can also be used for
creating pedagogical agents and conversational agents to assist online learners.
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Abstract. This research delves into the intricate interplay between mental work-
load and facial temperature among participants undergoing simulated aircraft take-
off scenarios. Our objective was to discern how workload impacts facial temper-
ature within the context of a flight simulator. Ten individuals were enlisted to
serve as pilots in simulated A-320 flights, navigating through six distinct scenar-
ios designed to mimic various levels of mental workload during takeoff, including
both routine and emergency situations.Wemeticulously collected data, amassing a
total of 120 takeoff instances and over 10 h of time-series data encompassing heart
rate, workload assessments, and facial thermal images and temperatures. Through
thorough comparative analysis of EEG data and different types of thermal images,
compelling insights emerged.Notably,we observed a pronounced inverse relation-
ship between workload and facial muscle temperatures, alongside facial landmark
points. The implications of these findings extend beyondmere academic curiosity,
offering valuable insights into the physiological repercussions of workload.More-
over, they hold promise for enhancing aviation safety protocols and optimizing
pilot performance in demanding scenarios involving human interaction.

Keywords: Human Interaction ·Mental Workload · EEG · Thermal Images ·
Flight Simulation · Aviation · Face Temperature · Brain Computer Interaction

1 Introduction

Understanding mental workload is crucial in cognitive psychology and human factors
research, indicating the cognitive effort and attention required for tasks [1]. It encom-
passes various processes, including cognitive, perceptual, and motor functions. Manag-
ing mental workload is vital for job efficiency, task performance, and user experience,
while reducing errors [2]. Professionals, especially in intensive care units, may suffer
consequences from excessive workload [3]. Thermal imaging has garnered interest for
its potential to correlate facial temperature with workload, offering real-time monitor-
ing of physiological responses [4]. This correlation has implications for aviation safety,
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particularly in understanding pilots’ cognitive workload [5]. However, challenges such
as standardization and feature extraction hinder its full potential [6]. Integrating thermal
imaging into aircraft systems could help estimate cognitive stress [7]. Further research
and methodological advancements are needed to fully utilize facial thermal imaging in
workload assessment [8]. Combining EEGmeasures with thermal imaging offers a novel
approach to studying mental workload [9]. Thermal imaging captures infrared radiation
emitted by the body, providing insights into physiological reactions indicative of mental
activity [10]. Methodological concerns in facial thermal imaging for workload assess-
ment were noted, emphasizing accurate segmentation and thermal analysis reliability
[11]. Researchers are exploring using facial skin temperature to categorize cognitive
workload. Integration of thermal imaging into aircraft systems for estimating cognitive
stress is suggested. However, challenges like standardization and temperature distribu-
tion representation need addressing. Further research andmethodological breakthroughs
are needed for full utilization in aviation workload assessment. Previous research [12],
established a correlation between workload and EEG measures.

This paper aims to correlate EEG measures with thermal imaging technology.
Exploring mental workload through thermal imaging technology presents an innova-
tive method. Thermal images capture the infrared radiation emitted by the human body,
providing unique insights into physiological responses that could signify mental activ-
ity. Understanding the connection between mental workload and facial thermal imaging
has the potential to enhance our understanding of cognitive processes. Furthermore, it
could contribute to the advancement of systems and environments that optimize human
performance.

2 Related Work

Research has highlighted the efficacy of EEG analysis in categorizing exertion levels
alongside other physiological indicators [13]. Integrating EEGwith these signals offers a
practical means of assessing workload in real-world scenarios [14]. Additionally, studies
have shown the potential of EEG in evaluating cognitive effort by analyzing spectral
powers at different cortical sites [15]. EEG has proven useful in quantifying brainwave
activity during various tasks, shedding light on cognitive processes [16].

Understanding mental workload is crucial in transportation, with studies revealing
its impact on operational performance, especially in multitasking situations [17–19].
Cognitive workload theory provides a framework for comprehending the strain on psy-
chological capacity [20]. Additionally, research has explored the connection between
facial expression and mental stress, underscoring the importance of managing workload
to reduce errors [21].

Innovative approaches, such as using convolutional neural networks for EEG clas-
sification, offer insights into pilot workload during flight tasks [23]. Similarly, infrared
facial thermography shows promise in assessing mental workload in different thermal
environments [24]. Thermal imaging has also been employed to detect workload changes
during flight simulation, with temperature variations in specific facial regions reflecting
changes in mental effort [25]. In this study, workload was not precisely measured in
real-time using EEG, and only the variation of face temperature in three facial regions,
including the nose tip, nose area, and forehead, was recorded.
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3 Experiments

The experiment aimed to gather real-time data on participants’ workload and facial
thermal images during takeoff procedures in an Airbus A320. A diverse range of flight
scenarioswas employed in the airplane simulator to replicate real-world flying conditions
throughout the experiment’s design and execution. It consisted of six scenarios varying
in weather, time, and conditions, including potential failure during takeoff (Table 1).
Scenarios one through threewere designated for regular takeoff sessions, while scenarios
four through six were for failure sessions. Participants, acting as pilots, were monitored
by the experimenter.

Ten individuals, aged 25 to 35, formed a gender-balanced group for the study.
Before participation, all received a briefing on the study’s objectives and purpose and
provided written consent following an ethics certificate. Half of the participants had
flight simulation software experience, while the other half had none, ensuring balanced
representation.

During the experiment, participants executed flight simulations using the X-plane
flight simulator, while equipment documented physiological and cognitive data. Thor-
ough calibration and setup procedureswere conducted on all equipment before the exper-
iment commenced. Heart rate monitoring was conducted using the Polar H10, while
cognitive workload was measured using the EEG headset from BMU, with real-time
data extraction facilitated by the NCO software.

Infrared cameras were employed to detect and record infrared light, transforming
it into visual representations of temperature discrepancies. Thermal imaging visualized
the temperature of participants’ facial regions, revealing temperature variations across
different facial areas. The experiment utilized an ICI-7640 infrared camera and IR Flash
software to extract CSV files containing facial temperature data.

Table 1. An overview of the different scenarios [12].

Scenario Detail

Time Weather Engine Failure

1 1:45 PM No Wind, No Clouds No

2 6:00 AM Clouds at 2700ft, rain No

3 9:00 PM No wind, no clouds No

4 5:30 AM No wind, no clouds Yes, EF at 80 knots

5 6:00 AM 15 knots crosswind Yes, EF at 140 knots

6 6:00 AM Low visibility, rain Yes, EF at 80 knots

The experimental setup involved designating a participant as the pilot and the exper-
imenter as the pilot monitor, configuring the X-plane simulator with an A320model, and
attaching EEG headsets and heart rate monitors to each participant. Comprehensive cal-
ibration and setup procedures were conducted on all equipment prior to commencing the
experiment. Participants were randomly assigned to one of six scenarios to enhance the
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authenticity of their responses, as they were unaware of the specific scenarios before-
hand. Additionally, A total of 120 takeoffs were recorded, resulting in over 10 h of
time-series data. An Infrared camera captured facial thermal images and temperatures
at a rate of five images per second, resulting in a total of 18,000 thermal images and
temperature data points for each participant’s face.

Throughout the entire flight, including different flight scenarios and participants’
rest periods, all devices continuously and concurrently captured and recorded data. This
comprehensive data collection approach aimed to capture nuanced variations in partici-
pant responses and provide valuable insights into the impact of different takeoff scenarios
on pilot performance.

4 Results and Discussion

The subsequent crucial stage involves facial detection. For this purpose, the four types
of processed images are utilized to improve the accuracy of detecting and identifying
facial features and key facial points. Table 2 and Fig. 1, present the statistics of detected
faces for each type of thermal camera face image. The results indicate that the Gray
type exhibited the highest number of face detections, while the Rainbow type showed
the lowest number.

Table 2. Comparison of participants average face detection for each type of face thermal image

Face Detection Status In a Flight

Rainbow Gray Research Iron

Detected (%) 0.03 0.99 0.73 0.70

Undetected (%) 0.97 0.01 0.27 0.30

Fig. 1. Comparison of average face detection for each type of face thermal image.
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The Fig. 2 illustrates a flowchart detailing a facial temperature detection subsystem
crafted for precise temperature readings across various thermal image types. The sub-
system comprises three pivotal stages: Face Detection, Facial Landmark Point Extrac-
tion, and Temperature Extraction from these Points. The objective is to furnish a robust
solution for precise face detection and temperature measurement via thermal imaging.

4.1 Face Detection (Step 1)

The primary stage, Face Detection, sets the foundation for the entire process. To bolster
accuracy, four distinct types of thermal images—Rainbow, Iron, Research, and Gray—
are employed. Each image type offers a unique perspective for identifying facial features.
The procedure unfolds as follows:

i. Rainbow Thermal Image:

• If a face is successfully detected in the Rainbow thermal image, the system
proceeds.

• If no face is detected, the system proceeds to the next thermal image type.

ii. Iron Thermal Image:

• If the Iron thermal image detects a face, the system moves forward.
• If no face is detected, the system proceeds to the next thermal image type.

iii. Research Thermal Image:

• Similar to prior steps, if the Research thermal image detects a face, the system
advances.

• If no face is detected, the system moves on to the final thermal image type.

iv. Gray Thermal Image:

• If the Gray thermal image detects a face, the system progresses.
• If no face is detected, the system disregards that image.

4.2 Extract Facial Landmark Points (Step 2)

Following successful face detection in Step 1, the system proceeds to extract facial
landmark points. These points furnish a detailed map of facial features essential for
precise temperature measurement. The human face is a complex structure comprising
several different muscles that play a crucial role in various functions, including appear-
ance, movement, and facial expressions. In Fig. 3, facial muscles are organized based
on facial landmarks and indexes, accompanied by labels denoting the names of each
muscle.

4.3 Extract Temperature from the Points (Step 3)

The concluding step involves extracting the temperature from the facial landmark points.
Utilizing information garnered in the previous steps, the system accurately gauges the
temperature at specific facial points, ensuring dependable and precise assessments.
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Fig. 2. Face detection cascade flowchart for face thermal image types

Figure 2 illustrates the cascade flowchart delineating a more accurate face detection
approach and the process of measuring temperatures at facial landmark points.

We conducted an analysis on a randomly selected subset of participants’ thermal face
photographs. A landmark point was considered accurately recognized if the difference
between the expected and actual positions fell within a range of five pixels. Based
on investigations across various thermal camera image types, the accuracy of facial
landmark point detection can be ranked as follows: Rainbow, Iron, Research, and Gray.

Fig. 3. Facial muscles grouped from facial landmarks and indexes and muscle names [26, 27]
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Among these, Rainbow and Iron exhibit the highest accuracy, while Gray displays the
lowest accuracy (see Fig. 4). When participants directly faced the camera, Rainbow
and Iron thermal image types achieved accuracies of 98.2% and 98.1%, respectively, in
detecting facial landmark points within a 5-pixel margin. On average, considering all
head and face orientations, the overall accuracy is 95%. The framework attained a mean
accuracy of 95%, indicating that 95% of all facial points were accurately recognized
within a 5-pixel margin of error compared to the ground truth in the test image.

Fig. 4. Comparison of face detection for each type of face thermal image on extracted Face
Landmark points.

The Fig. 5 presents a comprehensive depiction of workload and facial temperature
changes during scenario 5 (Engine Failure after V1 speed). The red line denotes the
average facial temperature, while the blue line represents workload. Vertical green and
yellow dashed lines mark the scenario’s start and end times, while pink dashed lines
signify engine failure instances. Additionally, a dashed blue line indicates maximum
workload. The figure illustrates workload escalation upon scenario initiation, followed
by a decrease post-scenario, causing fluctuations in average facial temperature. A weak
inverse correlation between average facial temperature and workload is evident, albeit
with a time delay. Workload peaks one second after engine failure (Blue Point), indicat-
ing maximum workload, while average facial temperature responds with a noticeable
delay, reaching its lowest value (Red Point) during this period. This delayed response
underscores facial physiological dynamics and sensitivity to workload changes.
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During scenario 5 flight, heart rate fluctuated but showed a gradual overall increase,
peaking post-engine failure. The average heart rate after failure surpassed pre-failure
levels. Multiple pre-failure heart rate increases occurred due to participants’ anticipation
of engine failure, rooted in prior experiences with scenario 4, where failure happened
at 80 knots. This anticipation heightened stress levels, elevating heart rate and mental
workload while decreasing facial temperature. Conversely, in scenario 5, engine failure
occurred at a higher speed (V1 = 140 knots) when the aircraft was at high speed,
lacking sufficient runway distance for braking. Participants needed adept control to
execute a successful takeoff, making this scenario challenging. The Heart rate sharply
rises post-engine failure, reflecting heightened stress.

Fig. 5. Relation Between Workload (W) and Temperature (T) (Color figure online)

The Fig. 6 depicts variations in workload and nose area temperature. The red line
denotes nose area temperature, while the blue line represents workload. Vertical green
dashed lines indicate scenario start, pink dashed lines mark engine failure, and yellow
dashed lines indicate scenario end. The dash blue line signifies maximum workload
during the scenario. The purple line shows temperature changes of the Frontalis muscle
(Face Muscle number 1), corresponding to the forehead, which remains relatively stable
and shows no significant correlation with workload. In contrast, the green line represents
temperature changes of face muscle 7 (Nose tip), displaying an inverse relationship
with workload. As workload increases, nose tip temperature decreases, indicating a
significant response in this area during high workload. Moreover, the red line illustrates
temperature changes associatedwith the average temperature of facialmuscles, including
Procerus, Nasalis, and Nose Tip (corresponding to numbers 3, 6, and 7, respectively),
highlighting the most inverse relationship with workload.
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Fig. 6. Relation BetweenWorkload (W) and Temperature of Nose Area (T_Nose Area), Nose tip
(T_Nose Tip), and Forehead (T_Forehead) (Color figure online)

5 Conclusion

As air traffic increases, themanagement of pilot operations becomes increasingly critical.
The rise in information flow can elevate pilots’ workload, leading to potential confusion
and errors. In a previous study, we highlighted the correlation between workload and
brainwave activity measured via EEG. In line with aviation research, our current study
aimed to explore the relationship between facial temperature andworkload. The underly-
ing concept is that an individual’s workload can influence their body’s thermoregulation,
potentially reflected in facial thermal patterns. A heightenedmental workload can induce
increased stress and cognitive load, triggering physiological responses such as changes
in facial temperature.

Our experiment involved 10 participants in six different aviation takeoff scenarios,
encompassing normal and emergency situations. We collected continuous time-series
data, includingworkload, heart rate, and facial thermal images and temperatures, totaling
120 h of takeoff and 9 h of data collection per participant. This allowed us to examine the
relationship between workload and face muscle and landmark points temperature during
takeoff. We observed that fluctuations in facial temperature correlated with participants’
increasing workload during extended flight durations. Monitoring pilots’ facial temper-
ature during takeoff, landing, and long-haul flights could aid in identifying fatigue and
stress, facilitating timely interventions to ensure aviation safety and pilot well-being.

Our ongoing project aims to integrate a machine learning model to calculate work-
load based on non-invasive physiological data. This model, leveraging EEG, heart rate,
eye-tracking, and facial thermal imaging data, aims to provide a nuanced and real-time
assessment of cognitive workload in aviation scenarios. By incorporatingmachine learn-
ing, we anticipate enhancing workload prediction accuracy and reliability, contributing
to a deeper understanding of pilots’ cognitive states.

The experimentation process is underway, involving continuous refinement of the
machine learning model. This phase includes gathering additional data to expand the
model’s training dataset and evaluating its performance across various scenarios and
individual differences. As participant numbers increase, we expect improved correlation
discernment between mental workload and facial temperature. This iterative process is
essential for fine-tuning the model’s predictive capabilities and ensuring its applicability
across diverse operational conditions in aviation.
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Abstract. The current study examines the use of literacy game performance
in assessing reading comprehension skill. The goals for this study were (1) to
examine the extent to which game performance can be used to predict reading
comprehension skill, as estimated by standardized tests; and (2) to explore the
development of student profiles using game performance, and how these profiles
relate to reading test performance. The results indicate that performance on two
games—games that involved vocabulary knowledge and inferencing—accounted
for approximately 45% of variance in reading comprehension skill. These results
suggest that game-based learning activities can serve as formative assessments of
reading skill. Teachers can use such learning activities to provide their students
with more frequent feedback, and themselves with a greater understanding of their
students’ current skills and areas for improvement.

Keywords: Game-Based Assessment · Reading Comprehension · Intelligent
Tutoring Systems

1 Introduction

Effective reading assessments are crucial for understanding students’ skills and tailor-
ing instruction and feedback accordingly. Common reading assessment tasks, such as
reading passages and responding to questions, are typically aimed at evaluating over-
all reading proficiency [19, 21]. However, traditional standardized assessments provide
limited information to instructors, making it difficult for instructors to know why stu-
dents received particular scores. For assessments to deliver more targeted feedback,
they need to measure the moment-to-moment mental processes involved in comprehen-
sion, rather than just the comprehension product [1]. Adding to these challenges is the
amount of valuable classroom time such assessments consume, which restricts the fre-
quency of assessments. Infrequent testing further exacerbates the challenge of providing
individualized feedback, hindering the iterative process of learning and improvement
[22].

Recognizing the limitations of traditional assessment paradigms, researchers are
increasingly exploring the integration of assessments within learning activities [23].
Learning activities can be used to capture reading processes such as paraphrasing
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A. Sifaleras and F. Lin (Eds.): ITS 2024, LNCS 14799, pp. 38–48, 2024.
https://doi.org/10.1007/978-3-031-63031-6_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-63031-6_4&domain=pdf
http://orcid.org/0000-0003-3901-8665
http://orcid.org/0000-0001-8327-4012
http://orcid.org/0000-0001-5869-1420
https://doi.org/10.1007/978-3-031-63031-6_4


Profiles of Performance: Game-Based Assessment 39

and inferencing, rather than overall reading proficiency [10]. Additionally, by merg-
ing learning and assessment, teachers gain more rapid insights into student progress.
Such learning and assessment activities can be incorporated into games to further simu-
late real-world scenarios and increase engagement [20]. Game-based learning activities
offer a unique opportunity for assessment, as they may increase the authenticity of the
assessment, improve student engagement, and provide studentswith immediate feedback
[2, 8, 15, 18]. However, there are persistent concerns regarding the validity of games
as assessments [5]. The integration of game elements and assessment tasks necessitates
meticulous attention to alignment and accuracy. Failure to harmonize these components
may compromise reliability and validity, skewing the outcomes and undermining their
diagnostic value. Further research is imperative to explore the effectiveness and validity
of using games as assessments.

1.1 Assessing Reading Comprehension via Games

Within reading comprehension, embedding assessments in learning activities may help
instructors better understand the specific skills, knowledge, and strategies students need
to develop. For example, students may lack sufficient vocabulary knowledge to under-
stand texts and may benefit from more knowledge-building activities. When reading
a sentence, successful readers convert the explicit words in the sentence to a mental
representation of the sentence’s meaning. Without sufficient knowledge of the under-
lying words, one is unable to form this mental representation. Students with greater
depth of vocabulary knowledge tend to receive higher scores on reading comprehen-
sion assessments [13]. Similarly, students who write better paraphrases are more likely
to comprehend the text [7]. However, having vocabulary knowledge and being able to
understand individual sentences is not enough for deep text comprehension. Successful
readers can generate inferences as they read, connecting information across the text and
with their prior knowledge [11, 17]. While overall reading scores may not inform teach-
ers about the specific skills students are struggling with, students’ performance in varied
learning activities may provide greater insights into students’ strengths and weaknesses.

The purpose of this research on game-based learning and assessment is to contribute
to the validity and reliability of reading comprehension assessments while optimizing
student engagement and learning outcomes. In service to this goal, the current study
examined two research questions (RQs). First, to what extent can performance on three
games be used to predict reading comprehension skill, as estimated by a standardized
test? (RQ1). Second, can students’ performance on three reading games be used to
form student profiles that relate to standardized test performance, while also providing
insights into specific areas for improvement? (RQ2). The study explored three games1:
Vocab Flash, Paraphrase Quest, and Map Conquest. These games were taken from the
Interactive Strategy Training for Active Reading and Thinking (iSTART ) tutoring system,

1 An additional two games were played by the participants but not included in analyses. CON-
Artist was excluded due to difficulties during game administration: 29% of students did not
correctly understand instructions and failed to navigate to the game. Fix It was excluded due to
floor effects and low reliability. Approximately 64% of students performed with 50% accuracy
or below, and split-half reliability was .14. For more information, see https://osf.io/sd7ny/.

https://osf.io/sd7ny/
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further described in the Method section. They were selected to measure three aspects of
reading comprehension skill: vocabulary knowledge, paraphrasing, and inferencing.

2 Method

2.1 Participants

ParticipantswereArizona StateUniversity undergraduate psychology studentswhowere
compensatedwith course credit. Studentswere required to have basicEnglish proficiency
to be eligible to participate. A total of 570 students enrolled in the study. Of these
students, 46 were removed due to missing data and 119 were removed due to inattentive
participation. Students were considered to be inattentive if they failed explicit attention
check questions, selected the same answer for all questionswithin ameasure, or provided
nonsensical responses for open-ended questions. The final sample consisted of 405
participants, of which 184 participated in the fall semester and 221 participated in the
spring semester. Participant ages ranged from 18.0 to 36.0 (M = 19.0, SD = 1.4).
Among participants, 39.0% self-identified as a “woman”, 58.5% as a “man”, and 1.5%
as “non-binary/third gender”; an additional 1.0% of participants selected “prefer not to
say”. Additionally, 54% of participants self-identified as White, 17% as Hispanic, 14%
as Asian, 6% as Black or African American, 6% as multiracial, and 1% as American
Indian orAlaskaNative. Approximately 15%of participants reported learning English as
a second (or later) language, and 22% self-identified as first-generation college students.

2.2 Materials

Demographics. Participants were asked to self-report sex, gender, age, race and ethnic-
ity, education, native language, and use of English. See the OSF repository, Appendix
A for a list of the questions.

Reading Skills Assessments
Gates-MacGinitie Reading Tests (GMRT). The Gates-MacGinitie Reading Test (4th ed.;
Form T, level 10/12) [4] was used to assess reading comprehension and vocabulary
via two distinct sub-scores. In the Reading Comprehension section, participants read
passages that were 3 to 14 sentences long. After each passage, they answered two to
six multiple choice questions that measured comprehension of shallow and deep level
information. Participants had access to the passage as they answer questions, reducing
the memory load of the test. The test was timed such that participants were given 20
min to complete the 48 questions. The GMRTReading Comprehension section has been
previously validated as a measure of reading skill (α = .85–.92) [14]. In the Vocabulary
section, students were shown underlined vocabularywords, each embedded in a sentence
or phrase. They were asked to choose the closest synonym to the word from a list of five.
Participants were timed and given 7 min to complete the questions. These assessments
were both shortened versions of the test that have been used in previous studies [3, 9]. In
the current study, the Reading Comprehension and Vocabulary sections both displayed
high reliability (α = .90 and .89, respectively).
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User Experience
Enjoyment and Feedback Survey. This survey was given after the GMRT Reading Com-
prehension section, the GMRT Vocabulary section, the Self-Explanation Task, and each
game. Participants were asked a few brief questions about their enjoyment of the mea-
sure, their perceived difficulty in completing the measure, and any ways it could be
improved (see the OSF repository, Appendix B). These questions served to ask par-
ticipants about their immediate reactions to the measures. The questions were used to
compare enjoyment across tasks.

User Experience Survey. Participants were given this survey at the end of the study to
obtain their overall impressions about the games (see the OSF repository, Appendix C).
They were asked questions about their enjoyment and attention during the games. They
were also asked to provide feedback on the usability of the games and any ways the
games could be improved.

Games
iSTART. The games in the current study were selected from the Interactive Strategy
Training for Active Reading and Thinking intelligent tutoring system (iSTART) [12].
iSTART is an interactive trainer that teaches students to use comprehension strategies
through videos, animated agents, games, and self-explanation practice. The games pro-
vide practice in strategy identification, self-explanation, and synonym identification.
iSTART games also have a strong potential to serve as stealth literacy assessments by
measuring aspects of reading comprehension skill and vocabulary knowledge [3].

Vocab Flash. This game was included to measure vocabulary knowledge (see Fig. 1).
Users were given fiveminutes to complete asmany flashcards as possible. Each flashcard
contained a word and four potential synonyms. Participants were instructed to select
the word closest in meaning to the target word. There were seven flashcard levels of
increasing difficulty. Participants progressed to the next level if they reached the score
threshold for that level (e.g., 50 points for Level 1, 150 points for Level 2). Students
received more points for responding correctly, and points were deducted for incorrect
answers. If students dipped below the score threshold for a level, they were returned to
the previous level. The dependent variable was the highest level achieved.

Paraphrase Quest. ParaphraseQuestwas included as ameasure of howwell participants
can understand and rephrase individual sentences (see Fig. 2). Participants read short
texts and were asked to select the appropriate paraphrase of the bolded sentence out
of three options. The game includes a narrative, in which participants assumed the
role of a knight on a quest. When participants selected the correct paraphrase, the knight
moved forward on the displayedmap, and the hungermeter decreased.When participants
selected an incorrect paraphrase, the knight failed to move forward, and the hunger
meter increased. Participants won the game if they maintained a healthy hunger meter
and reached the end of the map. The dependent variable was the proportion of correct
responses.

Map Conquest. Map Conquest was included to measure how well participants can
form inferences while they read (see Fig. 3). Participants were asked to provide self-
explanations for bolded sentences in a text about aquatic biomes. Higher quality self-
explanations earned more flags. Participants could strategically place the flags on the
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Fig. 1. Sample view in Vocab Flash game, containing time remaining, current level, average
accuracy, current points, current streak, longest streak, target word (“thwart”), and four answer
choices (“fill”, “ease”, “bless”, and “foil”)

Fig. 2. Sample view inParaphraseQuest game, containing player’s current location, hungermeter,
instructions, text, highlighted target sentence to be paraphrased, and three answer choices
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map to conquer territories in a mini game. Self-explanation quality was calculated using
natural language processing and ranged from 0–3. Responses with higher scores better
integrated information across the text, while responses with lower scores primarily para-
phrased the text or contained irrelevant information. The average of the scores served as
the dependent variable.

2.3 Procedure

The study was conducted via Qualtrics. Participants completed the study in a single
session and in the presence of research assistants and/or graduate students. Participation
occurred in person in an auditorium setting to increase participant recruitment and data
quality. Participants first completed a consent form and demographics questions. They
next completed the GMRT Reading Comprehension and Vocabulary sections, and two
socio-emotional assessments. Then, they completed the Self-Explanation Task, followed
by five games. Students were randomly assigned to one of two game orders. Order Awas
CON-Artist, Paraphrase Quest, Fix It, Map Conquest, and Vocab Flash. Order B was the
reverse order: Vocab Flash, Map Conquest, Fix It, Paraphrase Quest, and CON-Artist.
Finally, participants completed the User Experience Survey. Students also completed
short enjoyment questionnaires after both sections of the Gates-MacGinitie Reading
Test, the Self-Explanation Task, and each of the games. The session length was 2 h, with
a five-minute break before the Self-Explanation Task.

3 Results

3.1 Preliminary Analyses

Initial descriptive measures and correlations between variables are provided in Table 1.
Split-half reliability (SHR) was calculated using the Spearman-Brown formula. Reading
Comprehension, Vocabulary,MapConquest, andVocab Flash had good reliability, while
Paraphrase Quest had poor reliability. Performance on the Reading Comprehension and
Vocabulary sections of the GMRT was positively, moderately correlated with Vocab
Flash performance and positively, weakly correlated with Paraphrase Quest and Map
Conquest performance. Vocab Flash performance was positively, weakly correlated with
Paraphrase Quest and Map Conquest performance.

An independent t-test was conducted for each game to determine whether perfor-
mance differed by order of completion. Participants in Order A (n = 207) scored higher
on Paraphrase Quest (t = 3.319, p< .001), which was the second game after CON-Artist
(which was removed from analyses). Participants in Order B (n = 198) scored higher
on Map Conquest (t = −6.995, p < .001) and Vocab Flash (t = −2.019, p = .044),
which were the first two games that participants played. These results point toward the
importance of limiting the number of games that participants play in any one session.
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Table 1. Descriptive Statistics and Correlations of Measures

Variable M SD Range SHR 1 2 3 4

1. Reading
Comprehension

27.50 8.83 3–47 .93 —

2. Vocabulary 28.72 8.25 8–44 .92 .40** —

3. Vocab Flash 0.63 0.15 .09–.98 .80 .56** .46** —

4. Paraphrase
Quest

0.67 0.23 0–1 .41 .19** .13** .18** —

5. Map Conquest 1.61 0.61 0–3 .89 .22** .15** .20** .07

Fig. 3. Sample view in Map Conquest game, containing current turn, average self-explanation
score, Map Conquest, current flags earned, text, bolded sentence to be self-explained, and text box
in which the student types their self-explanation

3.2 RQ1: Does Each Game Account for Unique Variance in GMRT Reading
Comprehension Performance?

A linear regression analysis was conducted to predict reading comprehension skill using
the “lm” function in R [16]. The dependent variables were the highest level achieved in
Vocab Flash, accuracy in Paraphrase Quest, and average score in Map Conquest. Cook’s
distance was used to check for influential observations. No distances greater than 1 were
found, so all datapoints were retained in the analysis.

The model predicted 45.1% of variance in reading comprehension skill, F(3, 401)
= 112, p < .001. Vocab Flash (t = 16.7, p < .001) and Map Conquest (t = 2.32, p
= .021) were each significant predictors of reading comprehension skill. For every 1.0
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standard deviation increase in Vocab Flash performance, reading comprehension perfor-
mance increased by 0.640 standard deviations, holding all other predictors constant. For
every 1.0 standard deviation increase in Map Conquest performance, reading compre-
hension performance increased by 0.087 standard deviations, holding all other predictors
constant.

3.3 RQ2: Can Students’ Performance on Three Reading Games Be Used to Form
Student Profiles that Relate to Standardized Test Performance, but also Provide
Greater Insights into More Specific Areas for Improvement?

To answer this question, we conducted an exploratory k-means cluster analysis to group
students according to their game performance. Our model included three variables: (1)
maximum level achieved in Vocab Flash, (2) accuracy in Paraphrase Quest, and (3)
average score in Map Conquest. Each variable was z-scored prior to conducting the
analysis. We used the elbow method to determine that the optimal number of clusters
was three (see Fig. 4).

Fig. 4. Illustration of the relation of unexplained variance (total within sum of squares) to the
number of clusters

Cluster 1was labeled “Inferencers” (n= 238) and included students characterized by
higher performance onMap Conquest and Vocab Flash, and above average performance
onParaphraseQuest (see Fig. 5). These studentswere notably excellent at self-explaining
texts. Cluster 2, named “Paraphrasers” (n = 220), included students characterized by
higher performance on Paraphrase Quest, with above average performance on Vocab
Flash and lower performance on Map Conquest. These students mastered paraphrasing,
but were less skilled at self-explaining texts. Finally, Cluster 3was labeled as “Struggling
Readers” (n = 183), which included students characterized by lower performance on all
three games.
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Fig. 5. Bar graph illustrating how each cluster differed, in terms of performance on the two
validating variables (reading comprehension and vocabulary) and the three games used in the
model (Paraphrase Quest, Map Conquest, and Vocab Flash)

We validated the three clusters using their reading test performance. An ANOVA
was conducted to establish that the clusters significantly differed in their reading com-
prehension test performance,F(2, 402)= 35.13, p< .001. The clusters also significantly
differed in their vocabulary test performance,F(2, 402)= 15.28, p< .001.We conducted
post-hoc Tukey t-test analyses to examine how the clusters differed from one another.
“Struggling Readers” had lower performance than the other clusters on both the reading
comprehension and vocabulary measures (ps< .001). “Paraphrasers” had lower reading
comprehension performance than the “Inferencers” (p < .004), but similar vocabulary
performance.

4 Discussion

The goals for this study were (1) to examine the extent to which game performance can
be used to predict reading comprehension skill, as estimated by standardized tests; and
(2) to explore the development of student profiles using game performance, and how
these profiles relate to reading test performance. The results indicate that performance
on two games—games that involved vocabulary knowledge and inferencing—accounted
for approximately 45%of variance in reading comprehension skill. These results suggest
that game-based learning activities can serve as formative assessments of reading skill.
Teachers can use such learning activities to provide their students with more frequent
feedback, and themselves with a greater understanding of their students’ current skills
and weaknesses.

The k-means cluster analysis demonstrated that we can develop student profiles
based on game performance, and these profiles relate to reading comprehension skill
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and vocabulary knowledge. These results suggest that profiles can be used to determine
which learning tasks might best help students improve their reading comprehension
(e.g., vocabulary-building, knowledge-building, or practicing self-explaining). Students
described as “Inferencers” performed well on all three games, and their high perfor-
mance was reflected in their high reading comprehension scores. The “Paraphrasers”
performed well on Vocab Flash and Paraphrase Quest, but they scored lower on Map
Conquest. They had lower scores on the reading comprehension test than the Infer-
encers, while their vocabulary test performance was similar. They may need targeted
instruction and practice on generating inferences and explaining texts while reading.
Finally, the “Struggling Readers” did poorly on all three games. They may benefit from
having more knowledge-building activities and from practice paraphrasing texts. These
profiles can be formed within the context of intelligent tutoring systems to provide opti-
mized selection of practice activities and to inform teachers about which skills students
are struggling with. Students could receive practice for the skills they need most, get-
ting continuous feedback that would further help them improve. Importantly, students’
performance could be used to estimate their current reading skills.

One limitation of this study is that our analyses only included three games, one
of which had low split-half reliability of .41. These games were designed primarily
as learning activities rather than assessments. Future studies should examine a wider
range of reading games that have been intentionally designed with both learning and
assessment as equal goals. Additionally, the corpora for the games should be rigorously
tested to ensure that students’ reading skills can be assessed with sufficient reliability.
Despite these limitations, the current study indicates the potential for games to be used
as assessment of reading comprehension skill.
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Abstract. Students’ success in the 21st century demands not only
strong academic skills but also well-developed Non-academic Skills and
Abilities (NaSAs) such as critical thinking, concentration, and emo-
tion regulation. The emerging field of Brain-Computer Interfaces (BCIs)
offers intriguing possibilities for enhancing student learning and devel-
opment, by providing real-time neurofeedback that could inform person-
alised strategies. While research on the impact of BCIs on academic skills
is growing, there is limited research regarding their potential to promote
NaSAs. This Systematic Literature Review (SLR) aims to address this
gap, by investigating and analysing the existing research on how BCIs
can be used to assist the development of these crucial skills and abili-
ties. This SLR provides a comprehensive analysis of 46 empirical studies
between 2013–2023 selected via the well-accepted PRISMA method from
922 candidate studies. This analysis explores the diverse ways BCIs can
facilitate or enhance the development of cognitive, motor, and inter-
/intra- personal NaSAs, either passively or actively. The findings of this
SLR offer valuable insights into the potential of BCIs to revolutionise
education towards a neuro-enhanced future that promotes not only aca-
demic achievement, but also holistic student growth.

Keywords: Brain-Computer Interface (BCI) · 21st Century Skills ·
Student Development · Non-academic Skills and Abilities

1 Introduction

Characterised by the dynamic interplay of learning and teaching, education aims
to equip students with essential knowledge and skills to succeed in their later
life [49]. Traditionally, formal education has primarily focused on the develop-
ment of students’ academic skills that directly relate to their academic perfor-
mance, such as literacy and numeracy [77]. However, recent research suggests
that academic performance are not the sole determinants of student success.
It has become increasingly recognised that a range of Non-academic Skills and
Abilities (NaSAs) also play a significant role [58]. Consequently, contemporary
educational frameworks are demonstrating a growing emphasis on developing
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these skills and abilities in students, encompassing areas such as being able to
pay attention and concentrate, confidence, problem-solving, logical ability, and
emotional regulation.

Unlike academic skills, which can arguably be easily and accurately measured
by quantitative measurements, such as exam scores, NaSAs are much more dif-
ficult to be assessed, due to their abstract nature [67]. In addition, compared to
academic skills, which are primarily honed through formal education, NaSAs are
not solely affected by school-based education, but also depend on various factors,
such as personalities and family environment [32]. Thus, it is more difficult to
help students to develop NaSAs, based on each individual’s needs. Furthermore,
the development of some NaSAs is inherently context-dependent, often requiring
immediate and context-specific feedback [73]. However, providing such real-time
feedback presents a significant challenge in traditional educational settings. It is
not feasible for educators to monitor every student’s progress and identify the
optimal moment for individual feedback, due to the constraints of class sizes and
the diversity of student needs. Additionally, NaSAs manifest primarily through
internal cognitive processes, making it difficult to identify the optimal feedback
moment, solely relying on external behavioural observations [24].

In this context, Brain-Computer Interfaces (BCIs) emerge as promising tools.
A BCI can potentially provide a more intuitive and objective assessment of
NaSAs, by measuring brain activity associated with specific skills or abilities [87].
In addition, BCIs empower educators to offer students real-time interventions,
based on real-time neurofeedback [45]. BCI-based learning systems also have
the advantages on providing a more personalised and context-specific learning
experiences [94], enhancing engagement [4] and motivation [5], and improving
learning effectiveness [78]. This can complement traditional methods, offering
deeper insights into students’ learning potential and progress.

1.1 Research Rationales and Objectives

Within the burgeoning field of BCI-assisted education, two distinct approaches
emerge. The first approach utilises the output data from the BCI equipment
solely as a measurement, gauging participant behaviour, like attention and con-
centration. Conversely, the second approach delves deeper, further leveraging
output data as input to develop personalised interventions. This SLR aims to
review researches using these two approaches by defining:

– BCI-monitored education: This approach utilises BCI technology to non-
invasively monitor brain activity. Here, the BCI acts as a passive data collec-
tion tool, providing insights into brain activity, without actively influencing
users’ behaviour and experience. However, educators or researchers can use
the data collected to deliver interventions later on.

– BCI-based education: This approach goes beyond mere monitoring,
actively utilising real-time brain data as input to shape and adapt the edu-
cational environment or learning content. Here, the BCI itself becomes an
interactive tool, generating personalised real-time interventions based on indi-
vidual brain activity patterns.
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While numerous literature reviews have explored the application of BCIs in
education (e.g., [47,65,84,89,90]), a critical gap exists in clearly differentiating
between BCI-monitored and BCI-based approaches. Most existing reviews fail
to categorise studies based on this distinction, leading to ambiguity in compre-
hending the actual use of BCIs within the educational context. Furthermore,
certain prior literature reviews have been limited in scope, solely examining
one or two individual skills or abilities rather than providing a comprehensive
overview (e.g., [47,89]). Therefore, this SLR aims to bridge this gap by systemat-
ically investigating and analysing research papers from 2013 to 2023 on BCIs in
education through the lens of both BCI-monitored and BCI-based perspectives,
with a special focus on a range of non-academic skills and abilities. We posit
that this SLR is crucial for gaining a clear understanding of the current state
and future potential of BCIs in education.

To address these rationales, we formulate the following research questions:

– RQ1: Which non-academic skills or abilities (NaSAs) can be facili-
tated or enhanced through the application of Brain-Computer Inter-
face (BCI) technology?

– RQ2: In what ways can BCI technology be leveraged to support stu-
dents’ development of non-academic skills or abilities (NaSAs)?

2 Methodology

2.1 Searching Strategy

This SLR adhered to the reporting standards outlined in the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses 2020 (PRISMA 2020) guide-
lines [63]. A search for relevant literature was conducted through the following
reputable online databases: ScienceDirect, IEEEXplore, and Scopus. The liter-
ature search spanned a decade (2013–2023) to capture the latest advancements
in BCI applications within the educational context. Additionally, the search was
narrowed by focusing solely on document titles, optimising the search results and
ensuring their relevance to the topic. The primary search strategy utilised for
locating pertinent publications was: (“brain computer interface” OR “BCI” OR
“EEG”) AND (“skill” OR “ability” OR “educat*” OR “student” OR “learn*”).
As BCIs are relatively new, it is reasonable to expect their mention in the title;
similarly, EEG are currently the most common signal type used in BCI, thus
these are also considered relevant (e.g., [26,55]); the rest of the keywords repre-
sent the application domain.

2.2 Selection Process

Following title-based identification of potentially relevant studies, data from mul-
tiple databases were aggregated and duplicate publications were excluded. Subse-
quently, abstracts were screened, resulting in the exclusion of studies not aligned
with the field of education. For instance, some papers with the word “learn” or
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“learning” in the title are actually about machine learning or deep learning,
rather than the learning process of students. Thus, these papers were excluded,
due to incompatible research field. Full texts of the remaining eligible studies
were then retrieved and assessed against other pre-defined inclusion and exclu-
sion criteria (see Table 1). Following the final selection of papers, a supplemen-
tary citation search was conducted, to identify and include additional relevant
studies not indexed in the three databases initially used. To ensure selection
reliability, this systematic literature review employed a cross-checking method
between authors. The full identification and selection process is explained in
Fig. 1.

Table 1. Inclusion and Exclusion Criteria

Inclusion Criteria Exclusion Criteria

Publication Year IC1: Published between January
2013 and December 2023

EC1: Published outside this year
rage

Source Reliability and
Validity

IC2: Reviewed or peer-reviewed
empirical studies

EC2: Not reviewed or
peer-reviewed empirical studies
(e.g., reviews, blog)

Language IC3: English EC3: Non-English

Participants IC4: Students or children at
different stages, from
kindergarten to university

EC4: Not students or children

Topic IC5: Investigate the use of BCI
on students’ or children’s
non-academic skills and abilities

EC5.1: -Did not use BCI or
related technology
EC5.2: -Not in the field of educa-
tion or child development
EC5.3: -Not related to
non-academic skills or abilities

2.3 Data Extraction

The following information of each selected article was extracted: the character-
istics of the participants, the type(s) of NaSAs addressed, experimental design,
tasks performed, and the findings. We categorised the NaSAs investigated into
three types:

1. Cognitive NaSAs: This category refers to mental skills or abilities associ-
ated with cognitive processes, such as attention, concentration, and critical
thinking.

2. Motor NaSAs: This category refers to any skills and abilities related to
physical movement, coordination, and interaction with the environment. It
is important to note that studies in this category do not necessarily involve
actual physical activities. As long as their target brain activity related to
these functions, they will be included.

3. Interpersonal and Intrapersonal NaSAs: This category refers to skills
and abilities related to interact with other individuals or related to one’s
self-management, such as communication skills and emotion regulation.
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Fig. 1. Publication Selection Process

3 Results

This SLR thus includes 46 papers out of 922 candidate studies. EC 1,2 and 3
were automatically applied during the string search in the digital databases. For
EC 4 and EC 5, papers that were not eligible were excluded manually (Table 1).

3.1 RQ1: Which Non-academic Skills or Abilities (NaSAs)
Can Be Facilitated or Enhanced Through the Application
of Brain-Computer Interface (BCI) Technology?

To answer this and the next research question, Table 2 offers a detailed break-
down of the NaSA types and participant types included in each study, as well as
whether the study is BCI-monitored or BCI-based. Our analysis of the identified
studies revealed that 47.83% employed BCI technology for monitoring purposes,
while a surprisingly higher proportion of 52.17% actively utilised BCI for inter-
ventions.

Figure 2 visually summarises the distribution of specific NaSA types and par-
ticipant types. For studies involved participants under 18, all of them claimed
that they followed the ethical guidelines provided by their research institute and
received consent from both the participants and their guardians. According to
our analyses, 32.61% of the studies involved primary school students, 15.22%
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Table 2. BCI-monitored and BCI-based Studies Categorised by Participant Type and
NaSAs Type

Participant Non-academic Skills and Abilities (NaSAs)

Cognitive Motor Inter/Intra-personal

BCI-Monitored Primary School Students [2] [92] [44,53]

High School Students [26] [62] [96]

University Students [16,29,39,72,86] [1,7,36,56,83] [7,40,55,56]

Other Types of Students [34,42] [69] [42]

BCI-Based Primary School Students [13,41,54,66,79] [35,50,59] [46] [6,74]

High School Students [15] [10,19] [95]

University Students [76] [93] [31]

Other [52,60] [12,23,37] [70]

Fig. 2. An Overview of NaSAs Type and Participants Type Note. Some research
investigated more than one NaSAs

involved high school students, 32.61% involved university students. Within the
category of “other”, 13.04% involved children under 18, whose educational back-
grounds varied, or were not mentioned in the paper (e.g., children with cerebral
palsy age from 6 to 16 [37]). 6.52% of studies involved participants whose educa-
tional background fell outside the predefined categories, such as tourism students
[34,42]. In terms of NaSAs investigated in the study, there is a predominant focus
on cognitive NaSAs, which comprised 56.52% of the analysed studies. Within this
category, attention emerged as the most frequently investigated cognitive NaSA
(17 studies), followed by concentration (9 studies). Research exploring motor
NaSAs constituted only 21.74% of the studies, encompassing areas like motor
imagery (7 studies) and motor coordination (3 studies). Finally, 28.26% of the
studies belonged to the interpersonal and intrapersonal NaSAs category, inves-
tigating the use of BCI for the development of skills such as social interaction (3
studies) and emotion regulation (10 studies). Notably, some studies assessed mul-
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tiple NaSAs. For example, [21] investigated memory, attention, and logic within
a single study. [42] monitored both the brain activities reflecting concentration
and anxiety in their study. Some subcategories in Table 2 remained empty, due
to the absence of studies meeting all the defined inclusion criteria.

3.2 RQ2: In What Ways Can BCI Technology Be Facilitated
or Leveraged to Support Students’ Development
of Non-academic Skills or Abilities (NaSAs)?

As can be seen from Fig. 3, there are various ways BCIs can be used or lever-
aged to assist students’ development of NaSAs. To start with, BCIs have the
potential to monitor students’ brain activity and provide an indication of their
current NaSAs performance. As evidenced by the literature reviewed in this SLR,
different types of NaSAs are associated with distinct frequency bands in brain
activity. For example, studies investigating cognitive workload typically focus on
the beta wave and the gamma wave which related to concentration. (e.g., [76]),
while research on motor NaSAs often examines the sensorimotor rhythm (12–15
Hz) and mid-beta band (15–20 Hz) [46]. Similarly, studies exploring interper-
sonal and intrapersonal NaSAs tend to focus on the alpha and theta bands, and
the ratio between them [6,31].

Leveraging its monitoring capabilities, BCIs can offer students real-time feed-
back, fostering their self-awareness of their current NaSAs level which assist
in their NaSAs development. This empowers students to adapt their learning
behaviours strategically to achieve optimal outcomes. One example of this use of
BCIs is the study conducted by Cai et al. (2022) [13], in which students perform
various tasks in augmented reality like bending a spoon, blowing up a balloon,
and launching rockets, using their attention. This innovative design provides
students with real-time feedback on their current attention state, enabling them
to learn and develop their ability to focus more effectively. Similarly, BCIs can
also assist children in recognising their current anxiety levels and subsequently
working towards reducing them [74].

Furthermore, BCIs present the potential to actively promote the develop-
ment of NaSAs, by influencing the brain’s internal structure. Emerging evidence
suggests that BCI-based interventions can induce neuroplastic changes, poten-
tially leading to enhanced cognitive and social capabilities. For instance, Qian
et al. (2018) [70] investigated the effects of an 8-week BCI-based attention inter-
vention on children with ADHD. Their findings revealed that the intervention
modified brain network connectivity, specifically by reducing connectivity within
specific networks and between task-positive networks and subcortical regions.
These changes coincided with improvements in ADHD symptoms and enhanced
social abilities. Additionally, BCIs can potentially facilitate targeted modula-
tion of specific brain activity, fostering the development of various aspects of
NaSAs. As an example, Gruzelier et al. (2014) [31] demonstrated improved cre-
ative thinking in participants, following BCI-based neurofeedback training. This
study employed auditory feedback contingent upon the participants’ brainwave
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activity (theta and alpha waves) with the aim of enhancing theta activity while
maintaining wakefulness.

Beyond its capabilities modulating brain internal structure and activity, BCIs
also hold potential for enabling individuals to control external objects and inter-
act with the surrounding environment through their brain activity. This app-
roach is particularly relevant for enhancing motor NaSAs, as evidenced by stud-
ies exploring muscle activation (e.g., [46]) and motor imagery (e.g., [92]).

Fig. 3. BCI Taxonomy for NaSAs development

4 Discussion

Our findings have culminated in the establishment of the first-ever taxonomy for
Non-Academic Skills and Abilities (NaSAs) development, differentiated based
on whether the use of BCIs within the study is passive or active (see Fig. 3).
Furthermore, this SLR contributes to the field by investigating which types of
NaSAs can be developed with the assistance of BCIs and elucidating the specific
mechanisms by which BCIs can facilitate or enhance this developmental process.

4.1 Brain Computer Interface (BCI) and Its Application
in Education

Our SLR exhibits that BCIs have gained considerable attention within edu-
cation, particularly concerning the development of NaSAs across various age
groups. BCIs have shown advantages in both passively monitoring and actively
being involved in the development of cognitive, motor, as well as interpersonal
and intrapersonal skills and abilities. Our analysis reveals that BCI achieved such
purposes via various methods, ranging from change the internal brain structure
and activities of users to improve the self-awareness of one’s current NaSAs
level. Furthermore, there is a growing trend toward integrating BCIs with other
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cutting-edge technologies like VR [68], AR [13], and electromyographic biofeed-
back [59] to enhance the processes and experiences of learning and overall devel-
opment. The potential benefits of BCIs extend across diverse student popula-
tions, encompassing both individuals with typical development and those with
mental, physical, or learning disabilities.

Although the majority of studies included in this SLR collected and analysed
the entirety of the data captured by the BCI equipment, rather than targeting
specific brain regions known to be associated with the measured NaSAs, we can
still observe some differences in the brain areas investigated. For example, motor
NaSA development appears to be most closely linked to the motor cortex which
is in charge of movement, and parietal cortex which is related to perception
and sensory. For instance, [92] developed a motor imagery (MI)-based train-
ing system to aid motor rehabilitation in children with cerebral palsy. During
this process, they monitored the children’s sensorimotor cortex, premotor and
supplementary motor cortices, and the parietal cortex. Interpersonal and intrap-
ersonal NaSAs, such as emotion regulation, mostly correlates with temporal lobe
and orbitofrontal cortex (e.g., [53]). And studies investigating cognitive NaSAs
development mostly monitored the prefrontal cortex, which is associated with
the attention and concentration (e.g., [36]).

This observed correlation between brain activity and specific skills strength-
ens the argument for the potential of BCIs in education. We argue that BCIs
hold a great promise in facilitating the overall development of students. Our SLR
reveals that BCIs can offer a more comprehensive understanding of and greatly
assist in the development of various NaSAs. Additionally, existing research
demonstrates the widespread application of BCIs in enhancing students’ or chil-
dren’s academic development. For instance, by offering an objective, continuous,
and intuitive measure of brain activity, BCIs can effectively reflect students’
learning processes as well as cognitive and affective states, which may assist
in identifying potential difficulties faced in learning and enhancing the learning
experience and outcome [38]. In addition, BCIs also show advantages in deliver-
ing personalised learning, which aims to tailor learning experiences to individual
student needs in real-time. By monitoring brain activity and identifying areas of
difficulty, the system can adjust the pace, complexity, and teaching methods to
optimise learning outcomes and experience [27]. Moreover, BCI can be used to
create interactive learning environments that respond to students’ brain activity
in real-time, which can increase engagement and motivation [4]. Therefore, the
use of BCIs in education can complement traditional methods, better assisting
students’ overall development.

4.2 Non-academic Skills and Abilities (NaSAs) in Education

One of the main purposes of education is to equip students with knowledge
and fostering their ability to learn and adapt in a ever-changing world. For stu-
dents, successfully mastering knowledge involves two processes: acquiring and
retaining information, followed by understanding and applying that knowledge
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to solve problems [80]. These two processes are affected by various factors, rang-
ing from external factors, such as the classroom environment [33] and teaching
tools [20] to internal factors, such as the student’s personality [18] and cognitive
skills [14]. Successful knowledge acquisition and retention rely on NaSAs such
as being able to pay attention and concentrate, while knowledge comprehension
and application of knowledge involve other NaSAs, such as critical thinking and
problem-solving. Therefore, although NaSAs are not directly related to academic
content itself, they still have impact on students’ academic success [64].

Beyond academic development, NaSAs also correlate with other crucial
aspects of student development, such as physical and mental well-being. For
instance, studies have found that NaSAs such as motor skills are associated with
students’ physical development [3], while emotional regulation [30] and stress
management [43] contribute to students’ mental well-being. Thus, by cultivating
these NaSAs, students are empowered to excel not just in the academic realm,
but also in their overall development.

Well-developed NaSAs continue to benefit students long after they finished
their school years. One example of this is that certain NaSAs can help students
excel in their professional careers. As stated by The World Economic Forum
(2023), critical thinking is one of the most crucial employability skills [91]. Other
NaSAs, such as communication [48], teamwork [82], and problem-solving [17]
are also highly desired abilities in employment. Beyond professional success,
well-developed NaSAs can also empower individuals to become resilient to life’s
changes and adapt swiftly [75]. What is more, individuals with strong NaSAs,
such as communication skills, are better at building healthy relationships in their
lives [71].

Therefore, understanding how NaSAs can be fostered and how educators can
better equip students with these capabilities is crucial, which demonstrates the
importance of our SLR.

4.3 Current Limitations and Future Avenues

While this SLR offers valuable insights into the current use of BCIs for developing
NaSAs, there are some limitations that cannot be ignored. One example of this
is the lack of specific BCI equipment analysis in this SLR, which might limit
comparability of results across studies as differences in equipment can impact
measurement and data presentation. We also did not discuss how limitations
inherent to the BCI equipment employed in some studies restricted the scope of
their analysis. For instance, due to the limited number of electrodes, these studies
could only measure activity in a specific, confined portion of the brain (e.g., [76]
used Neurosky mindwave which only has one electrode). This restricted approach
impedes a comprehensive understanding of brain activity changes during NaSA
development. In a addition, our keyword search in document titles may have
missed relevant studies without those terms in their titles.

Beyond the limitations of this specific SLR, a broader concern regarding
research in the field of BCIs is a potential bias in the limited types of NaSAs
investigated. Notably, limited research has been conducted on the impact of BCIs
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on interpersonal skills and abilities like communication and teamwork. While it
is true that interpersonal skills and abilities often involve interacting with the
external environment and other individuals which could potentially introducing
noise into brain activity data and complicating interpretation [25,61], they have a
crucial role in student success and well-being [81]. BCIs could be a good option
for assessing such skills and abilities as current assessment methods for these
interpersonal skills or abilities often lack objectivity [85], while BCIs can provide
more reliable and quantifiable measures.

In addition, a further limitation lies in the imbalanced participants sam-
ple. We observed a prevalent use of university students in this field. While
these individuals represent a readily accessible participant pool, some of their
non-academic skills may be already well-developed [8,22], potentially hinder-
ing investigations into the development process itself. Consequently, including
a broader range of younger participants in future studies is crucial to gain a
deeper understanding of how NaSAs develop across different age groups and to
explore how BCIs can facilitate this development in younger populations. How-
ever, conducting research with younger age groups presents challenges, includ-
ing the ethics complexities of obtaining informed consent from both children and
their guardians [11]. Additionally, most BCIs are designed for adults, potentially
compromising accuracy and reliability due to size incompatibility with children’s
heads. To gain a more comprehensive understanding of BCIs’ role in fostering
children’s NaSAs development, future research should consider exploring adap-
tations to existing BCI technology to address potential size issues. Moreover, the
field exhibits a bias towards studies related to motor NaSAs involving partici-
pants with physical impairments, while the potential benefits for healthy indi-
viduals remain underexplored. Investigating the use of BCIs by healthy students
for learning physical activities or by young athletes to optimise training could
offer valuable insights and broaden the scope of research in this area.

What is more, we observe a notable lack of research exploring the impact of
individual differences within the use of BCIs on students’ NaSAs development.
While a number of studies included in this SLR incorporated participants’ demo-
graphic information (e.g., gender) and individual characteristics (e.g., personal-
ity), very few studies have specifically investigated the moderating effects of these
factors on the efficacy of BCI-assisted interventions in developing NaSAs. How-
ever, the uniqueness of each individual’s brain should not be ignored. Previous
studies demonstrate significant individual variation in brain activity [88], such
as performing cognitive tasks [57]. In addition, Gong et al. (2011) [28] argued
that researchers must consider gender when designing or interpreting studies of
brain activity, as male and female brains exhibit differences in network topology,
indicating the organisational patterns of whole-brain connectivity. Similarly, Bell
et al. [9] also found that males and females differ in brain activation during cog-
nitive tasks. Moreover, differences in personality can also affect brain responses
and patterns [51]. Therefore, it is worthy to take these individual differences into
account in future research.
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5 Conclusion

By exploring the use of BCI technology to facilitate and enhance the devel-
opment of NaSAs in students and children, this SLR provides a comprehen-
sive understanding of BCIs’ potential to revolutionise educational practices and
promote holistic student development. This review analysed 46 empirical stud-
ies and revealed the promising use of BCI across the development of a diverse
range of NaSAs, encompassing cognitive (e.g., attention, concentration), motor
(e.g., motor imagery, coordination), and interpersonal and intrapersonal (e.g.,
emotion regulation, social interaction) skills and abilities. This review shows
that BCIs offer a unique approach, by monitoring brain activity and providing
real-time feedback on it, enabling students to become more self-aware of their
current NaSAs state and adjust their learning behaviours, accordingly. Further-
more, BCI-based interventions hold the potential to induce brain structure and
activity changes, potentially leading to enhanced NaSAs. These findings warrant
further exploration and emphasise the need for educators and researchers to col-
laboratively explore the potential of BCIs in developing personalised learning
strategies that effectively promote NaSAs development in students.

For future research, a comprehensive BCI equipment analysis would be bene-
ficial. We also suggest that future research to include more children at the crucial
development age. Additionally, future research is needed to investigate the use of
BCIs on the development of interpersonal NaSAs such as teamwork, and explore
the moderating effects of individual differences (e.g., gender, personality) on the
efficacy of BCI-assisted interventions.
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Abstract. This study explores the intricate correlation between participants’
experiences and their cognitive and physiological responses in aviation. Using
workload, heart rate, and facial temperature as focal points, two experiments
involved a variety of participants, including real pilots, pilot engineers, and indi-
viduals with varying flight simulation backgrounds. The findings highlight distinct
patterns, emphasizing how experience influences responses during flight simula-
tion. Novices face higher heart rate, cognitive workload and heightened physio-
logical arousal, while experienced participants exhibit controlled responses. The
study underscores the non-linear relationship between experience and physiologi-
cal responses, influenced by individual differences and coping mechanisms. Over
time, repeated exposure leads to a learning curve, showcasing the adaptive nature
of human responses in aviation.

Keywords: Pilot Experience ·Mental Workload · Thermal Image · Heart Rate ·
EEG · Flight Safety · Human Computer Interaction

1 Introduction

Modern aviation requires a deep understanding of human cognitive and physiological
performance in complex environments. Flight simulation is crucial for studying these
factors. This research focuses on workload, heart rate, and facial temperature as indica-
tors of cognitive and physiological responses during flight simulation experiments. In
aviation, pilots need extensive knowledge and experience for safe operations. The impact
of experience on pilot cognitive load and physiological responses has been extensively
studied. Paper [1] explored the effect of familiarity on associative memory by comparing
experienced pilots, novices, and non-pilots, revealing differences in cognitive processes
among these groups.

Paper [2] underscored the role of pilot experience in cognitive performance during
flight operations. Meanwhile, paper [3] investigated the visual scanning strategies of
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professional and novice pilots during manual landings, revealing superior perceptual
efficiency and attention distribution among experts. Beyond cognitive load, managing
physiological responses and stress is crucial for pilot performance, as noted in paper [4],
which highlighted the impact of sleep restriction on emergencies. Similarly, [5] stressed
the importance of fatigue management in aviation, emphasizing the physiological and
performance consequences of sleep loss and heavy workload on pilots. In aviation,
communication and cooperation play crucial roles, as evidenced in the literature. Paper
[6] showed that experienced pilots recall multiple flight scenarios during collabora-
tion, emphasizing familiarity’s impact on collaborative memory. Paper [7] discussed
the challenge of excessive voice communication in air traffic control, which can affect
pilot memory and cognitive performance. Additionally, the physiological challenges
of modern high-performance aircraft are significant. Paper [8] stressed understanding
physiological responses to challenging flight conditions, while [9] though highlighted
mild hypoxia’s impact on pilot performance, underlining the importance of physiology
and mental conditions for flight safety and performance.

In this paper, we aim to investigate how pilots’ experience influences their cog-
nitive load and physiological responses. Understanding this relationship is crucial for
improving pilot training, performance, and safety in aviation. Our objective is to assess
the impact of pilot experience on flight performance using physiological sensors. We
will measure workload variation using data from electroencephalograms (EEG) and
thermal measures of the face across different simulated flight conditions.

2 Related Work

Evaluating pilot experience through cognitive performance, heart rate, and facial tem-
perature is crucial for flight safety and pilot well-being. Various studies have investigated
the relationship between physiological symptoms and cognitive performance in pilots.
For instance, paper [10] discussed using pilot physiological assessments like EEG sig-
nals and ocular parameters to assess cognitive performance. Meanwhile, paper [11]
revealed significant modulations in pilots’ behavior and cognitive demand by evaluat-
ing the influence of dynamic workload and incorporating heart rate variability analysis.
Moreover, in [12], the importance of facial boundary image in pilot cognitive perfor-
mance was demonstrated. Research has also shown that facial expressions can elicit
emotion-specific autonomic nervous system activity, complementing physiological cues
like heart rate and skin temperature to assess pilot emotions and cognitive labor [13].
Machine learning and EEG were employed to differentiate pilot cognitive performance
during flight, highlighting various components including environmental factors and pilot
experience [2]. Paper [14] conducted a comprehensive review of employing machine
learning models for heart rate estimation from facial videos. Study [15] found fixation
duration to be a valuable metric for attention allocation, distinguishing between expert
pilots and novices, guiding the development of training programs to improve aviation
safety. Previous research [16] established a correlation betweenworkload and EEGmea-
sures, while paper [17] identified relationships between workload, facial temperature,
and heart rate, highlighting stress indicators. These studies stress integrating heart rate,
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facial temperature, and cognitive workload to assess pilot experience accurately. Tech-
nological advancements can improve pilot well-being and safety by understanding how
physiological and psychological factors interact during challenging tasks.

3 Experiments

We conducted a study on cognitive workload, heart rate, and facial thermal responses
during Airbus A320 takeoff procedures. The research involved two distinct experiments
with 23 participants, including real pilots, pilot engineering without a license, individ-
uals with limited flight simulation experience, and those with no flight experience. All
participants provided written consent following ethical guidelines, including members
from CAE, Bombardier, and other volunteers.

3.1 Experiment 1

In the first experiment, 13 pilots from CAE and Bombardier participated in a study
that involved six different scenarios. The scenarios included standard takeoff sessions
(scenarios 1–3), and failure sessions (takeoff with emergency situations, scenarios 4–6).
Participants operated the Airbus A320 as a pilot, while the experimenter served as a pilot
monitor. Data were collected in real time, including cognitive workload and heart rate,
resulting in 136 takeoffs over a span of more than 9 h.

The study included 13 male subjects (all between 24 and 49 years of age) with an
average age of 36 years. The 13 participants included 7 pilots with piloting experience,
piloting license and A320 piloting experience. The other 6 participants were engineers
at Bombardier and CAE who were familiar with most aircraft procedures but without
holding a piloting license. Participants were assigned to two groups, with group one
initiating 20-min regular takeoff session followed by 20-min failure session, and group
two following the reverse session order. Table 1 provides a detailed breakdown of each
group’s sessions. This approach was adopted to compare how the sequential difficulty
levels of scenarios impact both workload and heart rate.

Table 1. An overview of the groups and their respective sessions.

Group Session 1 Session 2

1 Normal Failure

2 Failure Normal

3.2 Experiment 2

The second experiment focused on 10 participants and utilized similar scenarios as
the first experiment. Participants, acting as pilots, operated the Airbus A320, while the
experimenter served as a pilot monitor. Real-time data collection included cognitive
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workload, heart rate, and facial thermal images and temperatures. A total of 120
instances of takeoffs were recorded, generating over 10 h of time-series data.

In this second experiment, 10 individuals were recruited, ensuring a gender-balanced
group with ages ranging between 25 and 35 years old. Among the ten participants, five
of them had prior experience and knowledge in piloting and aviation simulation. The
remaining five participants did not have any previous exposure to aviation simulation.
This division allowed us to have a balanced representation of both experienced and
inexperienced individuals, which can help in drawing more comprehensive conclusions
from the study. Participants were briefed on the study’s objectives and gave informed
consent before the experiments. Combining the results of both experiments data includ-
ing cognitive workload, heart rate, and facial thermal responses provided a thorough
understanding of pilots’ cognitive and physiological responses during takeoff, offering
insights into the challenges they face during critical flight phases.

3.3 Flight Scenarios

To simulate realistic flying circumstances, a variety of flight scenarios were utilized in
the airplane simulator during the design and implementation of this experiment [16].
The scenarios varied in time, weather conditions, and whether a failure will occur. We
will use scenarios one through three for the regular takeoff sessions and four through six
for the failure sessions. Table 2 shows the details of the different scenarios.

Table 2. An overview of the different scenarios [16].

Scenario Detail

Time Weather Engine Failure

1 1:45 PM No Wind, No Clouds No

2 6:00 AM Clouds at 2700ft, rain No

3 9:00 PM No wind, no clouds No

4 5:30 AM No wind, no clouds Yes, EF at 80 knots

5 6:00 AM 15 knots crosswind Yes, EF at 140 knots

6 6:00 AM Low visibility, rain Yes, EF at 80 knots

3.4 Materials and Measures

We monitored heart rate using the Polar H10 chest strap, ensuring accuracy by nor-
malizing data to accommodate individual variations, facilitating a fair assessment of
physiological responses. For measuring cognitive workload, we utilized the EEG head-
set from BMU enterprise, by OpenBCI, with NCO software extracting real-time data.
Infrared cameras, like the ICI-7640 used in our experiment, captured facial tempera-
ture variations, converting thermal energy into visual representations, aiding analysis of
temperature differences across facial areas.
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3.5 Procedure

In a series of experiments, we investigated cognitive workload, heart rate, and facial
temperature during simulated A320 takeoff scenarios using the X-plane flight simulator.
Ethical approval and informed consentwere obtained, ensuring adherence to ethical stan-
dards. Participants received a thorough briefing on the A320 takeoff procedure a week
before the experiment, covering visual displays and aircraft handling. Specific scenario
details were withheld to increase cognitive workload and unpredictability. Participants
were designated as pilots, with experimenters monitoring. EEG headsets and heart rate
monitors were attached, and equipment calibrated before the experiment. Six scenarios
were randomly assigned to participants to ensure authentic responses. In Experiment 2,
a thermal camera captured facial thermal images and temperatures at five images per
second, totaling 18,000 data points per participant. Each scenario was repeated within a
one-hour session to provide diverse cognitive demands. Participants remainedunaware of
scenarios to maintain authenticity. Continuous data collection aimed to capture nuanced
responses and understand the impact of takeoff scenarios on pilot performance.

4 Results and Discussion

In this section, we thoroughly analyze data from Experiment 1 and Experiment 2 to
validate our initial hypotheses. Experiment 1’s results are examined in two subsections.
The first explores the performance of pilots and pilot engineers in groups with differ-
ent starting scenario difficulties, while the second focuses on licensed pilots and pilot
engineers without licenses. We scrutinize variations in Heart Rate (HR) and Workload
to uncover patterns within these subgroups. Experiment 2 investigates participants with
and without prior flight simulator experience, revealing the impact on HR, Workload,
and Face Temperature. Synthesizing the results from both experiments, we conduct a
comprehensive comparison across diverse scenarios and two flights of the same scenario.

4.1 Results of Experiment 1

Scenario Difficulty Order Effects. The comparison between the two pilot groups illus-
trates how the sequential difficulty levels of scenario experiences influence both heart
rate and workload. Figure 1 illustrates normalized heart rate (HR) variations among two
distinct groups of pilots, represented by blue and red box-and-whisker plots. Group 1,
depicted in blue, exhibits lower mean, maximum, and range values for HR compared to
Group 2, emphasizing a significant difference in physiological responses between the
two pilot groups. It shows that the HR range and mean of most participants in Group 1
are lower than the HR range and mean of Group 2, indicating that participants who start
the experiment with the easier scenario experienced less stress than those who faced the
harder scenario at the beginning.

Figure 2 illustrates normalized heart rate variations between the two pilot groups
across the six different scenarios using box and whisker plots. The blue plot denotes
the first group, and the red plot signifies the second group. Generally, the first group
shows lower mean, maximum, and range of heart rates than the second group in all



72 A. Bonyad Khalaj et al.

scenarios. This demonstrates that participants who initiated the experiment with the
easier scenarios showed consistently lower mean and range values of HR across all six
scenarios compared to those who started with the harder scenarios, indicating that Group
1 (7 pilots) experienced lower stress levels in all six scenarios than Group 2 (6 pilots).

Fig. 1. Normalized HR variations comparison between the two pilot groups

Fig. 2. Normalized HR variations for the two different Pilot groups in different scenarios

Figure 3 depicts workload variations for two distinct pilot groups in different sce-
narios, with the blue box and whisker plot representing the first group and the red plot
representing the second group. Across all scenarios, the maximum of the first group
is slightly lower, and the mean workload for the first group consistently exhibits lower
values compared to the correspondingmetrics for the secondgroup of pilots. This demon-
strates that participants who begin with easier scenarios and then face difficult scenarios
experience a lower overall workload in the entire experiment compared to participants
who start with difficult scenarios.

Comparing Experimented vs. Unexperimented Pilots. This subsection contrasts
experimented and unexperimented pilots to demonstrate the impact of experience on
heart rate and workload. Figure 4 shows average heart rate (HR) variations for experi-
enced (blue) and inexperienced (red) pilots across six scenarios. In the normalized data,
experimented pilots exhibit lower mean, maximum, and range of heart rates compared
to unexperimented pilots, suggesting lower stress levels. Additionally, Fig. 5 indicates
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that experimental pilots (red) have significantly lower average workload than pilot engi-
neers without experience(blue), particularly evident in challenging scenarios like engine
failure (scenarios 4, 5, and 6). Lower heart rate and workload suggest reduced stress and
potentially better performance under pressure.

Fig. 3. Workload variations for the two different Pilot groups in different scenarios

Fig. 4. Normalized HR variations for the pilots with/without the License in different scenarios

Fig. 5. Workload variations for the pilots with/without the License in different scenarios
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4.2 Results of Experiment 2

In Experiment 2, a comparison between the normalized Heart Rate (HR) and Workload
variations of 12 flights (two flights for each scenario) is illustrated in Fig. 6 and Fig. 7.
The key observations from the figures indicate that, in contrast to the first flight of the
scenario, the secondflight shows a decrease in bothHeartRate andWorkload. These plots
facilitate a more meaningful comparison between the two flights, across all six different
scenarios. These findings suggest that, with the repetition of the same scenario in the
second flight, participants experienced a reduction in both physiological stress (reflected
in the Heart Rate) and perceived workload. This could imply that participants adapted or
became more accustomed to the scenario during the second iteration, resulting in a more
relaxed physiological and psychological response compared to their initial exposure in
the first flight.

Fig. 6. Normalized HR variations for two Flights of the 10 Participants

Fig. 7. Normalized Workload variations for two Flights of the 10 Participants

Figure 8 presents a comparative analysis of two participants across 12 flights, encom-
passing all six distinct scenarios (with 2 flights for each scenario). Participant 1 has prior
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experience, while Participant 2 lacks such familiarity. The results indicate that Partici-
pant 1 consistently exhibits higher values for delta Heart Rate (�HR), delta Workload
(�W), and the absolute value of delta face temperature (�T) compared to Participant
2. This suggests that the experienced participant, when confronted with various scenar-
ios, undergoes more pronounced physiological responses and thermal changes. These
findings underscore the potential impact of prior experience on individuals’ reactions
during flight scenarios, as reflected in the measured parameters.

Fig. 8. Comparative Analysis of two Participants with/without experience in Two Flights for each
Scenario (Participant 1 is with experience, Participant 2 is without prior experience)

The overall results of the average changes in heart rate, workload, and facial tem-
perature in the first and second flights across all scenarios for both experiments are
depicted in Fig. 9. Moving from left to right on the x-axis indicates an increase in the
flight experience of participants. Table 3 and Fig. 9 provide a comprehensive compari-
son of Heart Rate (HR), Workload, and Face Temperature average variations across four
distinct participant types in both the first and second flights, conducted under identical
scenarios and conditions. The participants are categorized as 1) Without Experience, 2)
With Experience, 3) Pilot Engineering (without license), and 4) Real Pilot (with license).

During the initial (first) flight of each scenario, individuals lacking experience
demonstrate the highest delta workload, heart rate (HR), and facial temperature, whereas
Real Pilots exhibit the lowest values. Participants with prior experience and those in
Pilot Engineering show comparatively lower values, with Pilot Engineering having the
lower one. Increased variations signify heightened stress levels and decreased control
stability.

In the second flight under the same scenario, the participant Without Experience
experiences a slight decrease in delta workload and HR but a slight increase in delta face
temperature, suggesting elevated heart rate and workload persist across both flights,
accompanied by a lower temperature in the nose area. Participants with Experience
show a higher decrease in delta workload and HR but a notable increase in delta nose
area temperature. Pilot Engineering participants also experience a significant decrease,
though less than those with Experience. Real Pilots demonstrate the lowest decrease
in delta workload and HR, indicating a greater level of stability and adaptation to the
repeated scenario (Table 4).
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Table 3. Comparison of HR, Workload, and Nose Area Temperature Average variations

Participant In a Flight In two Flight with Same
Scenario

�HR �W �T �HR �W �T

Without Experience High High High -Low -Low +Low

With Experience Low-Mid Low-Mid Low-Mid -High -High +High

Pilot Engineering Low-Mid Low-Mid N/A -High -High N/A

Real Pilot Low Low N/A -Low -Low N/A

Fig. 9. Comparison of HR, Workload, and Nose Area Temperature Average variations for
Participants

Table 4. Workload, HR, and Age of participants.

Participant
Type

Workload HR Age

Min Mean Median Max Min Mean Median Max Min Mean Median Max

Group 1 5.39E−16 27.01 19.78 73.05 49 72.56 74 107 28 35.28 32 47

Group 2 4.84E−17 27.40 19.64 73.79 56 74.03 73 113 24 37 36 49

With
License

4.84E−17 25.79 15.12 73.05 60 76.70 77 107 28 32 31 43

Without
License

3.26E−15 28.78 25.52 73.7 49 69.92 69 113 24 40.83 46 49

Through an analysis of figures in the results section, specifically Fig. 9 and Table 3,
discernible results emerge, providing substantial evidence to support our hypothesis.
The following assessment parameters and results show the impact of experience on
cognitive load and physiological measures in aviation pilots.

In the study on cognitive workload in flight simulation, novice participants, lacking
experience, faced higher cognitive demands due to the novelty of aviation tasks, while
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experienced individuals, like real pilots, exhibited lower workload thanks to their famil-
iarity with procedures. Novices often showed elevated heart rates, reflecting stress from
unfamiliar tasks, whereas experienced participants demonstrated better stress manage-
ment. Facial temperature patterns also varied,with novices exhibiting lower temperatures
in nose area, indicative of stress, while experienced individuals maintained more stable
readings. The relationship between experience and physiological responses was com-
plex, influenced by individual differences and situational factors. With repeated expo-
sure, participants showed a learning curve, leading to reduced workload, stabilized heart
rates, and normalized facial temperatures, highlighting the adaptive nature of human
responses to simulated environments.

5 Conclusion

Our study reveals how participants with different aviation experience levels respond
during simulated flight scenarios. Inexperienced participants showed elevated work-
load, heart rate, stress, and decreased nasal area temperature in both initial and sub-
sequent flights, indicating sustained challenges. In contrast, licensed pilots exhibited
lower workload, heart rate, and stress levels in both flights, highlighting their stabil-
ity and adaptability. Their ability to perform the second flight scenarios with even less
stress suggests enhanced performance. An intriguing revelation from this research is the
notable performance of participants with limited familiarity with the flight simulator and
flight engineers lacking a pilot’s license but possessing a foundational understanding of
flight principles. This cohort displayed the most significant changes between the first
and second flights in various scenarios, suggesting a learning curve and adaptability. The
observed decrease in workload, heart rate, and stress in their second flight performances
indicates a practical application of gained experience from the initial flights, highlighting
the potential for skill acquisition and improvement over time. These findings not only
contribute valuable insights to aviation psychology but also underscore the importance
of experience and training in enhancing performance under challenging conditions.

In conclusion, this study delves into the intricate dynamics among workload, heart
rate, and facial temperature in diverse participant groups engaged in flight simulation
experiments. The obtained results provide a nuanced understanding of both cognitive
and physiological aspects of aviation performance, offering potential improvements for
training practices and pilot well-being. Themulti-faceted relationship identified between
participants’ experience and workload, heart rate, and facial temperature emphasizes the
pivotal role of experience in shaping cognitive and physiological responses during flight
simulation.Designing training programs that consider the learning curve and stress adap-
tation is crucial. Gradually exposing novice participants to increasingly complex tasks
can aid in building resilience and diminishing physiological responses over time. Addi-
tionally, incorporating stress management techniques and interventions during training
positively influences participants’ capacity to manage cognitive workload, subsequently
impacting heart rate and facial temperature responses. These discoveries not only propel
the field of aviation psychology forward but also emphasize the importance of experience
and training in optimizing performance under challenging conditions. This contributes
to the overall enhancement of aviation capabilities and well-being.
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Abstract. In the present study, we explore the current research on
Kahoot! and address some concerns related to the effectiveness of the
tool. We report on an experiment that we conducted with 39 computer
science students in an introductory programming course, which aimed to
investigate the use of Kahoot! in two-hour-long practice sessions. Results
highlight some interesting aspects revealed from the students’ feedback:
Kahoot! proved to be an exciting and motivational tool that enabled
learners to focus better. The students also perceived the tool as helpful
in remembering previously taught concepts but not so much for newly
taught concepts. Their overall feedback was that Kahoot! is a very useful
add-on to the lesson but cannot replace traditional teaching methods.
Some of the limitations of Kahoot! are related to teacher involvement
(as they need to choose the right questions and allocated time) and the
necessity of using a mobile device in the classroom, which might cause
distractions.

Keywords: Kahoot! · Microlearning · Gamification · Computer
Science education · Introductory programming · Student motivation

1 Introduction

A widely discussed topic in educational research is related to the attention span
of young people, which has faced a visible decrease in recent years. Most research
found a correlation between the tendency of young people to get distracted and
their mobile phone use [1,2]. As for the reasons the students might use their
phones during lessons, the researchers highlighted the so-called Fear of Missing
Out, which is characterized as the fear of not being up to date with the latest
news or not being actively engaged on social media [3]. However, studies also
found that disengagement might show up because of boring lectures, thus shifting
the perspective related to the cause [3].

In the context of an educational system where students’ attention is dropping
every year, teachers, researchers, and tech companies struggle to find new ways of
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maintaining students’ attention for as long as possible. Combining gamification
elements with microlearning activities and collaborative engagement, they strive
to find the best tools for fighting against young students’ current tendency to
get easily distracted during lectures, thus not retaining enough helpful informa-
tion from what they are presented. One of the tools that have been intensively
analysed in recent years is Kahoot!. According to the company, Kahoot! is a
globally used learning platform that uses gamification elements such as charac-
ters, points, leaderboards and visually pleasing animations to keep participants
engaged during lessons [4].

Although the body of research on Kahoot! is quite large, there are still some
conflicting findings [1]. The literature review conducted in [1] highlighted some
interesting insights and showed that Kahoot! mainly had positive results. How-
ever, few studies focused on teachers’ perceptions and how class dynamics are
influenced. Even though the number of studies mentioning students’ anxiety is
relatively low, their analysis revealed that students feel less stressed when play-
ing Kahoot! due to the anonymity factor and because it was fun and engaging.
Also, the students did not feel the pressure of judgement for their answers [1].

Most studies highlight that Kahoot! is an excellent tool for motivating stu-
dents to learn since it creates a fun and competitive environment [5–8]. However,
other researchers raise some worries about creating a competitive learning space,
stating that students’ competitiveness might act as a distractor. Since the stu-
dents might be focused on earning more points and pressured by time constraints,
they might tend to guess the answer quicker rather than analyse it thoroughly
[9,10].

Other conflicting opinions appear regarding using Kahoot! as a testing tool,
and the current research explores the possibility from students’ perspectives.
Paper [11] investigated the feasibility of using Kahoot! as a testing tool on med-
ical students, and their perception indicated some potential. However, the anal-
ysis conducted in [12] showed that the students perceived Kahoot! as an unfair
testing tool due to time pressure. They also mentioned that Kahoot! might gen-
erate a noisy environment prone to distractions.

From the teachers’ perspective, Kahoot! might prove tedious since it requires
a strong internet connection, and the time allocation must be carefully chosen
[13]. Other comments on Kahoot! are related to not having the question and
answers on the student’s devices, which might make it hard for some students
to see them correctly [12,14].

Over the years, Kahoot! was tested in different disciplines, such as language
learning [15,16], social sciences [17], psychology [18], computer science [20] and
medicine [11], and in different educational levels, from middle school to higher
education. However, there is little to no research on Kahoot! done in an envi-
ronment other than a formal educational system - so more studies could be
performed in corporate and non-formal education [1].

In our review, we also noticed that Kahoot! is primarily used in short sessions.
Thus, in the current paper, we attempt to evaluate Kahoot! in multiple longer
sessions. We therefore conducted an experiment across two sessions of two hours
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each; the study was aimed to help us understand the efficiency of Kahoot! during
longer sessions with computer science students. The investigation was done from
the students’ point of view and targeted their engagement and preference for
digital tools instead of traditional methods when reviewing previously learned
concepts.

The next section describes the context of our experiment and the research
questions that guided it. Section 3 summarises the student survey results and
discusses how they relate to the current body of research we presented in the
introduction. The final section concludes the paper, outlining the limitations of
our study and the future research directions.

2 Methodology

The experiment targeted a cohort of first-year computer science students tak-
ing a course in introductory programming using C++. The sample size was 39
students: 17 with some programming skills and 22 beginners.

We attempted to evaluate whether or not the effectiveness of Kahoot! is
also apparent when used in longer sessions. Thus, the experiment took place
in the last two laboratory sessions of the semester, having allocated two hours
per meeting. Each Kahoot! session had 20 questions that targeted the students’
basic understanding of concepts practised during the semester, such as recursion,
memory allocation, function parameters, and strings; in addition, a few new
concepts were also introduced during the Kahoot! sessions. An example can be
seen in Fig. 1.

Fig. 1. Example of Kahoot! question

Our research focused on evaluating the effectiveness of Kahoot! in main-
taining the attention of students during longer sessions and in increasing the
retention of information. Thus, the following questions guided the experiment:

1. Do the students perceive Kahoot! as an effective tool for helping them retain
newly taught concepts in longer sessions?
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2. Do the students perceive Kahoot! as an effective tool for helping them remem-
ber previously taught concepts in longer sessions?

3. Do the students perceive Kahoot! as an effective tool for keeping students
focused and motivated in longer sessions?

4. Do the students perceive digital tools like Kahoot! as replacing traditional
methods, such as whiteboards and notebooks, for reviewing previously taught
concepts?

The students who attended the Kahoot! sessions could give feedback on their
experience of using Kahoot! in class by completing a dedicated survey. The ques-
tionnaire contained five demographic and background questions and five ques-
tions that evaluated aspects related to students’ perception of progress, informa-
tion retention, the pleasure of using Kahoot! and maintaining attention (assessed
on a 5-point Likert scale). Each multiple-choice question was accompanied by
an open-ended question where the students could motivate the answer or give
additional comments. Furthermore, the students were asked to what degree they
considered the mobile phone a distractor during the lesson and they were also
offered the chance to give any additional feedback or suggestions. Twelve of the
39 students chose to fill in the questionnaire and provided insights on how they
perceived the learning experience.

3 Results

The demographic data shows that the students had ages ranging between 19 and
22 years old (75%), 22 and 25 years old (8.3%), and 25 to 30 years old (16.7%).
The males and females were split evenly and related to their high school back-
ground: 66.7% had a high school degree in mathematics and informatics, 25% in
humanities, and 8.3% in the food industry.

The quantitative analysis was done based on the 5-point Likert scale ques-
tions, where one stands for total disagreement and five for total agreement.

As shown in Table 1, 91.7% of the students perceived the Kahoot! sessions as
an excellent method of remembering and reinforcing previously learned concepts.
Opinions were slightly less positive regarding the impact of Kahoot! on under-
standing newly taught concepts, with only 58.3% of students strongly agreeing
that the session helped. Similar results were also obtained by Licorish et al. [19],
where only 9 out of 14 students felt that Kahoot! is useful for learning new con-
cepts, while 12 out of 14 agreed it is a great tool for revising previously learned
concepts. Overall, these results provide moderate support for the first research
question and strong support for the second one.

The qualitative analysis for the open-ended questions used an inductive
thematic analysis approach, which implies multiple steps. Firstly, this process
requires familiarisation with the data and highlighting the main keywords or
phrases that describe the content. This approach was the most suitable, con-
sidering the small amount of data. After highlighting the codes in our data, we
identified recurring themes.
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Table 1. Student survey results

Item Strongly
Disagree

Disagree Neutral Agree Strongly
Agree

Kahoot! sessions helped me
remember previously learned
concepts

0% 8.3% 0% 0% 91.7%

Kahoot! sessions helped me
understand newly learned
concepts

0% 8.3% 8.3% 25% 58.3%

I enjoyed the Kahoot! session 0% 0% 0% 8.3% 91.7%
I consider digital tools, such
as Kahoot!, more helpful
than traditional methods in
remembering information

0% 0% 16.7% 33.3% 50%

I consider digital tools, such
as Kahoot!, more helpful
than traditional methods in
maintaining focus during the
session

0% 8.3% 25% 16.7% 50%

Most students agreed that Kahoot! was fun to play as it created a competitive
environment where they were motivated to answer the questions to outperform
their peers. They also appreciated that it was a novel experience, which they
would like to see more often. All these findings provide strong support for the
third research question.

Moreover, students appreciated that Kahoot! encouraged active participa-
tion, as opposed to the traditional way of teaching, which is still primarily pas-
sive. The students also liked that the questions were short and practical, focusing
on the central concepts of the course and guiding them through all the learned
topics. The students also mentioned that they finished the session with a sense
of accomplishment regardless of whether or not they answered most questions
correctly, which is in line with the findings in [19].

However, when asked to compare the Kahoot! sessions with the traditional
ones in reviewing previously learned concepts, they stated that they still prefer
to have their notes written and appreciated that after each question, the teacher
explained the answer. Other studies [9,19–21] also highlighted the preference for
an additional explanation from the teachers. Most students agreed that these
two methods should be used complementary as both play a role in improving
the learning experience. Coupled with the quantitative data from Table 1, we
can conclude that digital tools are perceived mostly as an add-on to traditional
teaching methods and not a complete replacement, which provides an answer for
the fourth research question.

Finally, since Kahoot! requires a device, there is the worry of encouraging
students to use smartphones during lectures [3]. Students who participated in
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our experiment also offered some insights regarding the distraction caused by
mobile phones. They admitted that they might tend to get distracted if they
receive messages and notifications. Still, they do not see the mobile phone as
a distractor in itself, especially when used for educational purposes. A study
conducted in this regard is reported in [23], which analyses the students’ ten-
dency to multitask during lectures when encouraged to use digital devices, such
as laptops and smartphones. The study confirmed that using multiple apps and
attempting multitasking during lectures negatively impacted academic perfor-
mance. However, they dismissed banning devices in academic environments and
proposed a shift in the teaching practices. To address the students’ engage-
ment challenges, they proposed solutions such as shortening lecture duration
and adding additional breaks, but more importantly, including various resources
and activities during class to avoid social media use, online chatting and mind
wandering. These observations are also confirmed by previous research on mul-
titasking [24,25] and distractions [26].

4 Conclusions and Perspectives

The limitations of our study consist in the small sample size and the fact that it
only involved computer science students. Nevertheless, the results provide inter-
esting insights into the use of Kahoot! in longer study sessions, a context which
has been less explored in the literature. The majority of the students expressed
their desire to use Kahoot! also in the future, highlighting their appreciation for
instant feedback, active participation, playful and competitive environment.

A few students also mentioned in the additional comments question that
their study domain might influence their preference for digital tools. In the same
vein, the study conducted in [22] also concluded that computer science stu-
dents experienced a higher level of satisfaction with using Kahoot! than social
science students. Thus, the experiment could be extended to students from dif-
ferent study domains. Furthermore, research in more diverse environments, such
as corporate training and self-paced non-formal training, could bring beneficial
insights, as suggested in [1].

Students also mentioned the time allocated for each question, which was
sometimes deemed too short. This type of limitation was also reported in other
studies [12,13]. The time allocation and choosing suitable activities that serve
the lesson purpose are issues that are difficult to manage, partially because each
student has an individual set of needs, as discussed also in [27].

Our current interest is to explore different tools that promise to reduce mind
wandering and maintain students’ attention during lectures. As future work, on
the one hand, we will continue to explore such tools and analyse their strengths
and weaknesses; on the other hand, we will work on developing a tool focused
on microlearning activities and continuous engagement from the learners while
also providing an environment where teachers can easily find and create their
desired activities to enrich their lessons.
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Abstract. Arithmetic is a fundamental component of mathematics education that
forms the basis for many other disciplines, including science, engineering, and
finance. However, for many schoolchildren, learning arithmetic can be a difficult
and often tedious task. Traditional methods of teaching arithmetic, such as rote
memorization and repetitive practice, may not always be effective in engaging
pupils and promoting a deep understanding of the material.

To address these challenges, educators have explored alternative methods of
teaching arithmetic that can engage pupils and promote a deeper understanding
of the subject. A promising approach is the use of digital games.

The objective of this research paper is to create a digital game in the form of
a “Game & learn” web application that can be used to teach arithmetic to primary
school children, the application is accessible via a web browser and includes a
user-friendly interface suitable for children aged 6 to 11. Our game use interactive
challenges and feedback to help children learn at their own pace and track their
progress.

Keywords: Education · arithmetic operations · game-based learning · primary
school pupils · pupil performance · digital games

1 Introduction

Game-based learning is an innovative and effective approach that uses games to teach
and engage primary school pupils in a variety of subjects, including mathematics. Math-
ematics is one of themost important subjects taught in schools, but it can also be themost
difficult subject to learn for pupils [1], with using games to teach mathematics and arith-
metic, pupils can deepen their understanding of mathematical concepts and arithmetic.
Furthermore, students showed greater motivation and greater interest in mathematics
when engaged in gaming activities. The benefits of game-based learning in teaching
arithmetic are not limited to academic success and motivation. Game-based learning
can also promote important skills, such as critical thinking, problem-solving, and col-
laboration. Games that force children to work together and solve problems can help
develop those skills, which are essential for success in school and beyond [2–5].
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Today, numerous studies prove the effectiveness of game-based learning in improv-
ing school performance and highlight many benefits that help solve traditional learning
problems at different ages. Therefore, our research question is as follows:

• How can we help pupils overcome learning difficulties in arithmetic?
• What is the pedagogical method that can be used to overcome the difficulties of pupils

in arithmetic?

Our contribution is to suggest studying via a selection of computer games that we
created to simultaneously learn arithmetic in an approachable and enjoyable manner.

The rest of this paper is organized as follows: Sect. 2 presents the learning problems
of primary school children. In Sect. 3, we discuss the subjects in which pupils face the
most difficulties in learning. Section 4 is reserved for the definition of both concepts of
game-based learning and gamification. In Sect. 5 we describe the general architecture of
the proposed game -game&Learn- and itsmainmodules. Finally, the general conclusion
and future works are presented in Sect. 6.

2 Learning Problems for Primary School Children

The most common and important challenges facing educators are:

• Cognitive development
• Individual differences (Learning Styles)
• Motivation and commitment

2.1 Cognitive Development

Cognitive development is the gradual growth of cognitive abilities from birth to adult-
hood, involving acquisition, retention, and use of knowledge, perception, memory, lan-
guage, problem-solving, reasoning, and decision-making. These skills are crucial for
learning and retaining new information. Children may face cognitive developmental
problems [6, 7, 8] such as:

• Attention Deficit Disorder with Hyperactivity (ADHD):
• and Dyslexia:
• Disorders of the Autism Spectrum (ASD):

2.2 Individual Differences (Learning Styles)

Individual differences refer to variations in abilities, talents, and characteristics between
individuals [9]. In the field of education, individual differences may refer to the different
ways pupils learn and process information, their cognitive abilities, and their motivation
level. Understanding individual differences is crucial in education as it enables teachers
to develop teaching strategies and techniques that meet each pupil’s unique needs [9].

Individual differences pose a major challenge for teachers when it comes to teaching
primary school children. Each pupil comes into the classroom with a unique set of
experiences, abilities, and backgrounds that can impact their learning. These differences
can manifest in various ways, including in:
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• The learning styles,
• levels of competence,
• Attention and Behavior Problems
• Motivation and commitment.

2.3 Motivation and Commitment

The internal urge to accomplish a task, including learning new things and overcoming
obstacles, is known as motivation. Motivation in the learning environment refers to the
effort, focus, and fervor put forth in reaching a specific goal [2–5]. Contrarily, engage-
ment entails investing in and actively participating in the learning process,which includes
behavioral and emotional components. For a child to learn and succeed in school, they
need to be motivated and dedicated. Promoting motivation and commitment is a com-
mon task for primary school instructors, who must contend with obstacles like lack of
interest, difficulty, unfavorable views, and lack of autonomy [3, 4].

3 Primary School Children Are Faced with These Problems

Primary school students may have learning difficulties in a variety of topics. Reading,
writing, and mathematics are a few popular disciplines.

These three topics are often regarded as foundational knowledge for elementary
school pupils since they provide the foundation for the majority of other courses that
pupils will study. Even while other disciplines like science, social studies, and foreign
languages are as important, success in many other academic fields depends on pupils
being proficient in arithmetic, reading, and writing [10, 11].

The use of games or game components, which may enhance learning outcomes and
involve pupils in the learning process, is one approach that educators investigate to solve
these difficulties.

Game-based learning and gamification are two techniques that have become more
popular recently. These methods make use of the immersive and interactive learn-
ing opportunities offered by games and technology to increase pupil motivation and
engagement while promoting cognitive growth and customized learning. The learning
environment as a consequence is more effective and fruitful [11].

4 Game-Based Learning vs Gamification

Game-based learning is a methodology that involves using games as a tool to teach
specific content or skills. In this approach, the game is the main educational tool and
pupils learn by playing the game. Games can be designed specifically for educational
purposes (serious games) or they can be adapted from entertainment games available in
commerce [11]. Whereas, Gamification is an approach that uses game elements (such
as points, challenges, comments, and rewards) in non-game contexts. It is effective in
increasing engagement and motivation [11].

By suggesting a selection of digital games, we want to shed light on game-based
learning in the area of mathematics for school-aged children in this article. The activities
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are specially made to benefit both pupils and teachers. They serve as both an educational
tool to assist the pupil in understanding arithmetic operations and a pedagogical tool to
help the teacher explain his/her lesson.

5 The General Architecture of the Proposed Digital Game: Game
and Learn

The general architecture of our game contains four main modules. Three actors can use
the proposed game

• The learning module: used by pupils in their learning process
• The assessment module: used by pupils in their assessment process
• The classification module: used the teacher in his/her task of his/her pupil’s

classification
• The administration module: used by the director of the school in his/her management

process.

6 Methodology

6.1 Case Study

In Algerian schools, primary education is free and compulsory for all children over the
age of six.

Education in Algeria passes through four stages: the primary stage, the intermediate
stage, the secondary stage, and the university stage. In this research, we are interested
in the primary stage, which is considered compulsory for every student up to six years
of age, in which the student graduates through five years from the first year, where he
studies the process of addition in mathematics and then moves on. Until the second year,

Fig. 1. The “Games” section in the pupil’s space after moving to the second year
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when he studies subtraction. In the third year, he studies the multiplication process, and
in the fourth year, he studies the division process and other more difficult arithmetic
operations. In the fifth year, the student then moves to the intermediate stage.

In this section,we present our game.We chose the childrenwho studied at the second-
year level. In Algerian schools. In the second year, the pupil must learn the subtraction
operation after inevitably learning the addition operations in the first year. So the main
page of our Game & learn is illustrated in the following Fig. 1.

The pupil must play the game “substracto” in order to learn the subtraction operation.
Figure 2 demonstrates the home page of the “substracto” game.

Fig. 2. Substracto game home page

To start playing, the pupil must press the “play” heading, the game starts with his
background music. In the beginning, the pupil has 10 s will appear in the “Timer” to
choose the right answer from the three possible answers. As it is shown in Fig. 3.

Fig. 3. The game is started

6.2 Different Scenarios Offered by the “Substracto” Game

The pupil starts to play the game. Different scenarios are given to him/her:
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The Case When the Pupil Gives the Correct Answer
If the pupil chooses the right answer:

• It will become green.
• The sound of the correct answer is triggered.
• 10 points are added to your current “Currently Score” score.
• If the current score exceeds the best “Best Score” score, the best score will take the

actual score value at each change.
• 5 s added to “Timer” if the current score is less than 500, Otherwise only 2 s are

added.
• Go to the next operation.

If he/she continues to play and chooses a wrong answer

The Case When the Pupil Gives the Wrong Answer

• It will become red.
• The sound of the wrong answer is triggered.
• The correct answer is marked with green.
• If the current score is less than 500, 5 points will be deducted from the present score.

Otherwise, 10 points will be deducted.
• If the current score is less than 500, 5 s will be deducted from the “Timer”. Otherwise,

10 s will be deducted.
• Go to the next operation. Figure 4 shows the details

Fig. 4. The game when the pupil gives the wrong answer

The pupil continues to play

1. if the time passed before the current score reaches the specified value to finish the
game (1500):

• The round ends and the score is displayed.
• The sound of time that has passed is triggered.
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• Then it is transferred to the main page of the game.

2. without time ending, until he/she reaches the specified score to finish the game (1500):

• The sounds of applause are triggered.
• The falls of colored confetti.
• The trophy will be given.

7 Conclusion

Game-based learning is an innovative and effective teaching approach that uses games
to deepen children’s understanding of concepts, improve motivation, and develop key
skills.

Recent studies have proven that children learn more by playing, that’s why we have
presented in this research paper, an educational game whose main objective is to teach
children arithmetic operations in mathematics, we have chosen the field of mathematics
because it is considered one of the most important subjects in the educational path for
children and they encounter many difficulties to learn this on the one hand, and the other
hand, as teachers are faced in the primary school a set of problems to teach children this
subject which introduces abstract concepts.

Therefore, we have developed the web application “Game & learn”, an innovative
solution for primary school children, aimed at facilitating the different arithmetic oper-
ations by solving the learning problems that its children face in traditional learning
methods, adopting a fun and effective approach based on games. As perspectives, we
plan to:

• Add other games.
• Expand the types of games used such as strategy games and simulation games.
• Added tools to help the teacher analyze student data, allowing them to act with

precision.

References

1. Alt, D.: Assessing the benefits of gamification in mathematics for student gameful experience
and gaming motivation. Comput. Educ. 200, 104806 (2023)

2. Videnovik, M., Bogdanova, A.M., Trajkovik, V.: Game-based learning approach in computer
science in primary education: a systematic review. Entertain. Comput., 100616 (2023)

3. Zheng, Y., et al.: Effects of digital game-based learning on students’ digital etiquette literacy,
learning motivations, and engagement. Heliyon 10(1) (2024)

4. Acquah, E.O., Katz, H.T.: Digital game-based L2 learning outcomes for primary through
high-school students: a systematic literature review. Comput. Educ. 143, 103667 (2020)

5. Brezovszky, B., et al.: Effects of a mathematics game-based learning environment on primary
school students’ adaptive number knowledge. Comput. Educ. 128, 63–74 (2019)

6. Cherry, K.: Piaget’s 4 stages of cognitive development explained (2018)
7. Latif, S.: What Is Cognitive Development? 3 Psychology Theories. PositivePsychology.com

(2023). https://positivepsychology.com/cognitive-development/
8. Cht, A.B.P.D.: What is cognitive development & why is it important? Verywell health (2022)

https://positivepsychology.com/cognitive%2Ddevelopment/


Adoption of Digital Games as Pedagogical Aids 95

9. Kubat, U.: Identifying the individual differences among students during learning and teaching
process by science teachers. Int. J. Res. Educ. Sci. 4(1), 30–38 (2018)

10. Liu, Y., Ng, J.T.D., Hu, X., Ma, Z., Lai, X.: Adopt or abandon: facilitators and barriers of in-
service teachers’ integration of game learning analytics in K–12 classrooms? Comput. Educ.
209, 104951 (2024)

11. Tapingkae, P., Panjaburee, P., Hwang, G.J., Srisawasdi, N.: Effects of a formative assessment-
based contextual gaming approach on students’ digital citizenship behaviours, learning
motivations, and perceptions. Comput. Educ. 159, 103998 (2020)



Educational Games for Computational
Thinking: Evaluation of the Scaffolded aMazeD

Game

Christina Tikva1(B), Maria Mousiou2, and Efthimios Tambouris1

1 University of Macedonia, Thessaloniki, Greece
ch.tikva@uom.edu.gr

2 Hellenic Open University, Patra, Greece

Abstract. Computational Thinking (CT) has recently gained increased interest
from educational and academic world. The intense interest in CT has led to the
utilization and design of a variety of learning tools, with particular interest given
to digital games. Several studies are investigating their effectiveness in learning
CT, however more research is needed on the specific features of these tools, such
as scaffolding features. This study evaluates a scaffolding educational game and
investigates how middle school students perceive the effectiveness of its scaffold-
ing features. For this purpose, 28 middle school students participated in an edu-
cational intervention. The study adopts a survey research approach. The results
regarding ease of use, usefulness, attitude, accessibility and overall experience
of the scaffolded game are promising. Specifically, students found scaffolding
features of the game, useful for solving the game and effective in learning CT.

Keywords: Educational games · Computational Thinking · Scaffolding

1 Introduction

Computational Thinking (CT) is a process that “involves solving problems, designing
systems, and understanding human behavior, by drawing on the concepts fundamen-
tal to computer science” [1]. According to Brennan and Resnick framework [2], CT
includes the following three dimensions: CT concepts: Sequences, Loops, Parallelism,
Events, Conditionals, Operators, Data; CT practices: Being incremental and iterative,
Testing and debugging, Reusing and remixing, Abstraction and modularity and CT
perspectives: Expressing, Connecting, Questioning.

The intense interest in CT has led to the utilization and design of a variety of tools.
Furthermore, several research efforts (e.g., [3–10]) which review CT studies, include in
their scope the analysis of these tools. This contributes to the argument that CT tools
play an important role in the process of learning and teaching CT.

Particular interest has been paid on digital games for learningCT [11]. Several studies
[12–16] explore the development of CT in the context of digital games and game-based
learning environments, suggesting that games could be utilized for teaching and learning
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CT. Other studies [11], explore some important features of digital games for learning
CT, such as the provision of scaffolding and feedback to students.

This study aims to evaluate a CT game and to investigate how students perceive the
effectiveness of its scaffolding features.

2 Literature Review on CT Educational Games

In this section we present educational games widely proposed for learning CT, providing
a categorization in terms of CT concepts covered (Table 1) and feedback and scaffolding
features (Table 2).

In terms of CT Concepts, sequences, conditionals and loops are the most covered
concepts. This could be explained as these are considered the fundamental programming
and CT concepts that students could deal with. Variables, expressions and events are also
covered, but to a lesser extent.

All selected games incorporate some level of feedback or scaffolding features. Inte-
grated help and integrated tutorials are the features with the greatest presence with 9
games incorporating them. This is followed by highlighting the command being exe-
cuted (6 games) and run the program in different speeds (6 games), giving the time
needed to understand what the problem was. Other features included are the provision
of feedback after level failure (5 games), the provision of feedback before each level (5
games), translation of the solution into a text-programming language (3 games) and the
ability to restart a level (3 games).

Table 1. CT educational games’ general characteristics and CT concepts

Game CT Concepts

Alice Sequences, Conditionals, Loops, Variables, Expressions, Events

Blockly Games Sequences, Conditionals, Loops, Variables, Expressions

CodeCombat Sequences, Conditionals, Loops, Variables, Expressions

CodeMonkey Sequences, Loops

Kodable Sequences, Conditionals, Loops

Kodu Sequences, Variables, Expressions

Lightbot 2.0 Sequences

Minecraft Sequences, Conditionals, Loops, Variables

Program Your Robot Sequences, Conditionals, Loops

Run Marco Sequences, Conditionals, Loops

Scratch Sequences, Conditionals, Loops, Variables, Expressions
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Table 2. CT educational games’ feedback and scaffolding features

Feature

Integrated Tutorial Alice, Blockly Games, CodeCombat,
CodeMonkey, Kodable, Lightbot 2.0, Minecraft,
Run Marco

Integrated Help Alice, Blockly Games, CodeCombat,
CodeMonkey, Kodable, Kodu, Minecraft, Run
Marco, Scratch

Feedback before each level Blockly Games, Kodable, Program Your Robot,
Run Marco

Feedback after level failed CodeCombat, CodeMonkey, Kodable, Program
Your Robot, Run Marco

Solution translated in text programming
language

Blockly Games, CodeCombat, CodeMonkey

Highlighting Blockly Games, CodeCombat, CodeMonkey,
Kodable, Lightbot 2.0, Run Marco

Run the program at different speeds Blockly Games, CodeCombat, CodeMonkey,
Kodable, Lightbot 2.0, Run Marco

Restart Level Blockly Games, CodeCombat, CodeMonkey

3 aMazeD CT Educational Game

The aMazeD (see Fig. 1) CT game [17] consists of closed levels and covers the following
CT concepts: Sequences, Conditionals and Loops. The game incorporates some of the
scaffolding features presented in the previous section (Table 3).

The player uses programming blocks to give appropriate instructions to complete
the levels. He/She is not allowed to move to any level of his/her choice. The player starts
at level 1 and by submitting his/her answer moves to each subsequent level.

The game environment consists of the following parts: the navigation bar, the instruc-
tion bar, the main game frame, the results box, the Blockly toolbox and the workspace.
The Blockly toolbox contains the available blocks for each level. Below the main game
frame are the three buttons “Play”, “Reset” and “Submit”. By clicking the Play button,
the player can see the visual execution of the code entered in the workspace. When
the code is executed, the executed blocks are highlighted. No level output is displayed
after execution. The Play button allows students to see the execution of their designed
solutions and debug their code. By clicking the Submit button, the code is executed
and a message is displayed with the level output. The submitted instruction is translated
into JavaScript and displayed on the screen, while the game moves to the next level.
The player goes to the next level, regardless of whether the current level is successfully
completed. The result box displays a Pass or Fail message, in addition to the current
level’s score and the player’s total score up to that level. Level output and level score are
displayed after player submission. In addition, some additional information is displayed,
such as the time taken to complete and the times the paly button was pressed.
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Fig. 1. The aMazeD game environment

Table 3. aMazeD feedback and scaffolding features

Feature

Feedback before each level: a) Explanations of CT concepts required for the solution of each
level; b) Support regarding the login behind the solution design

Feedback after level failed: Failure message

Translate solution in text programming: Submitted instruction is translated into JavaScript
and displayed on the screen

Highlighting the command being executed

Run the program at different speeds: a) Low speed when running the solution; b) High
speed after submitting the solution

Solution execution: Running the solution multiple times before submitting

Restart Level: Reset and initialize the layer by clicking the restart button

4 Methodology

4.1 Research Questions

The research questions of the study are:
Q1. Do students perceive the aMazeD game as ease to use?
Q2. Do students perceive the aMazeD as effective on learning CT?
Q3. Do students perceive the scaffolding features of the aMazeD Game as effective

in learning CT?
Q4. Do students have a positive attitude towards learning CT through games?



100 C. Tikva et al.

4.2 Research Design and Participants

To answer the research questions of the study, we adopted a survey research approach.
For this purpose, we designed and implemented an educational intervention in a Greek
school for students from grades 7 to 9 (ages 13 to 15) that has been approved by the
Ethics Committee of the university of the authors. The intervention took place during
formal teaching hours and lasted one and a half hours (two teaching hours) for each grade.
Students played the aMazeDgame for one hour and subsequentlywere asked to complete
a questionnaire for about 30min. Only students whose parents gave their written consent
participated in the intervention. A total of 28 students were finally participated in the
study.

4.3 Instrument

We adapted the instrument developed by Park [18]. The questionnaire is divided in
the following sections: Perceived ease of use (PE), Perceived usefulness (PU), Attitude
(AT), Accessibility (AC). A 5-point Likert scale from 1 to 5 was used for, where 1 equal
“Strongly Disagree”, 2 equals “Disagree”, 3 equals “Indifferent”, 4 equals “Agree” and 5
equals “Strongly Agree”. In addition to the above sections, an open-ended question was
included about the overall experience. The scale had a good level of internal consistency,
as determined by a Cronbach’s alpha of 0.761. The following paragraphs present the
results of each section of the scale.

5 Findings

5.1 Evaluation of the aMazeD Game

Perceived Ease of Use (PE)
The following items was used to investigate how students perceive the ease of use of the
aMazeD game, answering the first (Q1) research question: 1) PE1. I find the aMazeD
programming and CT game easy to use; 2) PE2. Learning how to use a programing and
CT game is easy for me. 64,3% of the students perceived the game as easy/very easy
to use which is a slightly higher than the 60,7% who answered that they find easy/ very
easy to learn how to use a CT game. While only 3,6% answered that disagrees that the
game is easy to use.

Perceived Usefulness (PU)
The following items was used to investigate how students perceive the effectiveness of
the aMazeD game on their CT learning, answering the second (Q2) research question: 1)
PU1. The aMazeD game would improve my understanding of the concepts and practices
of programming and CT; 2) PU2. The aMazeD game could make it easier to study the
concepts and practices of programming and CT. A high percentage of 92.9% of the
students answered that the aMazeD game would improve their understanding of CT
practices. 57.1% consider that the game could make it easier for them to study CT
concepts and practices, while 7.2% of students answered that they disagree/strongly
disagree.
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The following items was used to investigate how students perceive the effectiveness
of the scaffolding features of the game, answering the third (Q3) research question: 1)
PU3. The prompts the game provide me were enough to help me solve the levels; 2)
PU4. The prompts the game provide me were useful to help me solve the levels; 3)
PU5. The prompts the game helped me understand the basic concepts of programming
and CT. 75% of students answered that the prompts provided were enough to help
them solved the levels. 67.9% found them useful and 53.6% found that the prompts
helped them understand CT concepts and practices. While only 17.1% stated that they
disagree/strongly disagree that the game helped to understand the basic programming
and CT concepts.

Attitude (AT)
The following items was used to investigate students’ attitude towards learning CT
through games, answering the fourth (Q4) research question: 1) AT1. Studying CT and
programming through games such as aMazeD is a good idea; 2) AT2. I’m positive
about programming and CT games. 82.1% has a positive attitude towards learning CT
through games such as aMazeD. While only 3.6% express a negative attitude. 92.9%
has a positive attitude towards CT games, while 3.6% express a negative attitude.

Overall Experience
Students were asked to answer the following open-ended question: “Write a few words
about your experience of playing aMazeD.What did you like or dislike?What impressed
you?”. 25 students answered this open-ended question while three left it blank.

Regarding how students perceived the game, students generally found the game
nice, interesting and fun. 11 students stated that the game was “nice”/ “very nice” /
“interesting” / “fun” / “challenging”.

Three students focused on the ease of use of the game. For example, one student
stated that “The game is very well designed and easy to use.”

Three students focused on the prompts. For example, St1: “I loved playing this game
because of its ease of use. I was impressed by how helpful the tips were.”; St2: “This is
my second time doing programming, and the instructions given to us helped me to solve
them [the levels] more easily.”

The majority of the students also perceived the game as effective on learning CT
and programming. This is supported by the following quotes: St3: “It was a really nice
experience. The game helps in thinking and creativity.“; St4: “I liked that it helped
me understand CT a little bit.”; St5: “The game was interesting to get acquainted with
the programming.”; St6: “I quite liked it because it is a fun way to learn things about
programming”. St7: “The thought process helps you understand CT concepts.”

Finally, only two students express moderate or negative statements about the game.
St10: “Although I did not find it very useful it was quite interesting”; St11: “I didn’t like
it.”
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6 Discussion and Conclusions

In this paper we evaluate a CT educational game (aMazeD) and investigate how students
perceive the effectiveness of its scaffolding features. The results of the evaluation regard-
ing ease of use, usefulness, attitude and overall experience are promising. Specifically,
students seem to consider aMazeD and similar games as easy to use and accessible.
What is also important is that students are in general positive to CT games. The results
in questions regarding how students perceive usefulness of the game indicate that CT
and programming games could help students develop CT. This is constant with prior
research (e.g., [14, 16, 19]) that found that programming games could be effectively uti-
lized to help students develop their CT. It is characteristic that a high percentage of 92%
believe that the game could improve their CT. Students also found scaffolding features
and specifically prompts useful for solving the game and effective in learning CT. This is
reflected in their answers to the open-ended question where they evaluate the game and
their experience as a whole. Almost all the comments are extremely positive, focusing
on both the ease of use of the game and the effectiveness of its scaffolding features.

7 Limitations

Although this study is a first step in evaluating the aMazeD CT game and its scaffolding
features, it has significant drawbacks and further research is needed to address them.First,
the intervention is designed to includeonly one researchgroup.Andmost importantly, the
results are based on a self-reportmeasure and capture student’s opinions and perceptions.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. Knowledge tracing (KT) is a research area of predicting stu-
dents’ knowledge states using their interaction data, such as concepts,
questions, and responses. Most deep learning-based KT models have suf-
fered from attributions of KT datasets such as the data sparsity, change-
ability of the knowledge state, and educational domain. Recently, most
KT models use attention mechanisms to solve these problems. How-
ever, few studies tried to redesign the attention mechanism to restrict
coverage of the local receptive field, for which the model can optimize
to find the latent representation locally and globally in the students’
interaction. In this study, we propose MonaCoBERT, with a redesigned
attention mechanism by combining monotonic attention (MA) and span-
based dynamic convolution (SDC), in order to represent global and local
features together and to apply students’ forgetting. As a result, Mona-
CoBERT achieves remarkable performance on most benchmark datasets.
In addition, we used a classical test-theory-based embedding strategy to
reflect the difficulty degree of knowledge concepts. We conducted abla-
tion studies and further analysis to explain the remarkable performance
of our model quantitatively. The analysis results demonstrate that SDC
and MA complement one another. We also demonstrate that our model
represents the relationship between concepts.

Keywords: knowledge tracing · educational data mining · intelligent
tutoring system · personalized learning · attention

1 Introduction

Following the outbreak of COVID-19, a swift transition to online-based learning
took place, profoundly impacting both students and educators [16]. This sud-
den change exposed widening learning gaps among students based on individual
factors like socioeconomic status and race [1,3,14]. To bridge these disparities,
there has been a growing interest in ’learning with AI’-an approach that leverages
artificial intelligence to assist students [6,13,17,18,30].

Knowledge tracing (KT) has emerged as a pivotal research area within AI-
enhanced learning. Its primary objective is to predict a student’s knowledge
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state, assessing if they have grasped the underlying concepts [33]. Intelligent
tutoring systems (ITS) utilize KT to suggest appropriate questions tailored to
individual students adaptively. By facilitating adaptive learning, ITS armed with
KT tools could enhance educational opportunities for students of diverse back-
grounds. Previous studies have further highlighted the efficacy of KT in stream-
lining curriculum mastery across subjects like mathematics and English. By
doing so, KT conserves resources and reallocates saved time to other educa-
tional pursuits, thereby enriching students’ learning experiences [4,34,36]. Such
potential benefits have driven the expansion of KT research.

However, challenges arise when considering the nature of KT datasets. Their
structure resembles natural language processing (NLP) datasets, given that both
comprise sequences. Firstly, KT datasets are often sparser; each sequence repre-
sents one student’s learning history, and the high attrition rates in online edu-
cation render many of these sequences relatively brief and incomplete. [8,11,20]
As such attempts to apply NLP models like BERT directly to KT have yielded
subpar results, possibly because the Transformer architecture needs to capture
locality [24,38,39].

Secondly, unlike static NLP datasets, a student’s knowledge state in KT
datasets evolves continually. Therefore, KT models must recognize global trends
and specific moments in a student’s learning journey. Moreover, KT is inherently
educational, requiring insights from pedagogy, such as educational psychology
and learning sciences. [9] For instance, as students may forget earlier topics
more quickly than recent ones, considering factors like question difficulty-often
calculated using item-based theory (IRT), becomes crucial in predicting student
performance.

Given the attention mechanisms and transformers’ success in various fields
[40], KT models have incorporated similar techniques to address data sparsity.
Examples include SAKT [32], MF-DAKT [47], and CL4KT [22], which amal-
gamate attention with methodologies like graph neural networks and the con-
trastive learning framework. However, there remains ample scope to optimize the
attention mechanism for KT. Existing implementations often rely on standard
attention [40], which primarily captures global sequences [25]. Given the unique
characteristics of KT datasets, a more balanced representation that encompasses
both global and local aspects of sequences is imperative.

We have re-envisioned the attention mechanism by drawing inspiration from
studies like ConvBERT [15]. Our model captures both global and local represen-
tations while integrating educational insights. We employ span-based dynamic
convolution (SDC) to represent local sequence features. Complementing this,
monotonic attention, aligned with educational perspectives, captures the phe-
nomenon of student forgetfulness [9]. Furthermore, we use an embedding based
on the classical test theory (CTT) derived from student interactions in training
datasets to denote concept difficulty.

Consequently, we introduce MonaCoBERT, a model employing a hybrid
attention mechanism that fuses span-based dynamic attention with monotonic
attention. In benchmark tests, MonaCoBERT consistently excels in metrics like
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AUC and RMSE. Through ablation studies and supplementary analyses using
the element-wise version of Grad-CAM [10,35], we ascertain that our methods
adeptly capture both global and local information while elucidating inter-concept
relationships.

2 Related Work

2.1 Knowledge Tracing

Knowledge tracing (KT) is a research area of predicting the knowledge states
of the students using their interaction data, such as concepts, questions and
responses. Since the first introduction of DKT, significant research in this area
using deep neural networks has been conducted. DKT used recurrent neural
network (RNN) architecture which designed for handling sequential data. [33].
For example, DKVMN [46] uses transformed memory-augmented neural network
architecture, DKT+ [44] uses effective regularization for enhancing the perfor-
mance. Researchers have recently focused on attention architectures. SAKT [32],
SAINT+ [36], which uses attention, achieves a better performance than previous
models. Moreover, AKT [9] was presented with self-attention, and a new architec-
ture for retrieving latent knowledge representations was suggested. For AKT, a
new embedding method that considers the educational perspective has also been
suggested. PEBG [28], MF-DAKT [47] uses graph based embedding, achieves
great performance. CL4KT [22] uses contrastive learning framework with data
augmentation techniques and achieves a better performance than AKT. How-
ever, there has been less concerned about redesigning the attention mechanism.
In this study, we focus on refining the attention mechanism which can represent
global and local both for KT.

2.2 Locality Issues of Transformer

The Transformer architecture is widely used in most research areas and has
achieved remarkable performance [19]. Transformer was used self-attention archi-
tecture which is considering the relationship between tokens, which model under-
stand the context and the relationships naturally [40]. Many research reports that
Transformers are effective in modeling long-distance dependencies of sequences
[25]. Contrastively, some research revealed that Transformer architecture, espe-
cially self-attention, had trouble with locality-agnostics which is insensitive to the
local context [24]. In Computer Vision (CV) research, Swin Transformer [29] used
a hierarchical Transformer with shifted local windows and achieved both efficien-
cies and better performance in the same CV tasks. Meanwhile, some research
tried to inject the locality inductive bias to solve this problem. Lee and col-
leagues [21] used locality self-attention to solve the lack of locality on small-size
datasets. Li and colleagues [23] used lightweight CNN-based locality guidance for
Vision Transformer (ViT) on tiny datasets. In NLP research, most of research
focus on the global or long-range dependencies of models [2,26,42,45]. Whereas
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ConvBERT [15] used a mixed attention mechanism that combined span-based
dynamic convolution and attention to capture local dependencies. By using the
mixed attention, ConvBERT can achieve better performance than the BERT [7],
and ELECTRA [5].

Unfortunately, in KT research, no research investigated the locality problem
of Transformer, and a few research [9] only redesigned the attention architecture
to the best of our knowledge. Considering that the attribution of KT datasets
is sparsity, solving the locality issue can be a solution for enhancing the model’s
performance.

3 Methodology

3.1 Problem Statement

Knowledge tracing aims at predicting the probabilities of students’ correctness
through sequences of interaction data gathered by an LMS or ITS. Student
interactions can be expressed as x1, ..., xt. Interaction data in KT is consist of
three things; question id, question’s educational concept and student response.
The t-th interaction can be denoted as xt = (ct, qt, rt). Here, the ct is t-th
question’s educational concept. The qt is t-th question id. The rtis t-th student’s
response, where rt ∈ {0, 1}, in which 0 indicates an incorrect response and 1 is
a correct answer.
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Fig. 1. Different strategies of MonaCoBERT. left is training and right is testing session.
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Fig. 2. Architecture of monotonic convolutional multi-head attention, combined with
monotonic attention and span-based dynamic convolution (SDC).

3.2 Proposed Model Architecture

BERT Based Architecture for Knowledge Tracing. To create our
model baseline, we mainly referenced BERT [7], BiDKT [38], BEKT [39], and
BERT4Rec [37]. To optimize our research into KT, we changed some of the
BERT architecture. First, we used a pre-layer normalization (pre-LN) Trans-
former in our model. Previous research [27] has suggested that Transformer
is difficult to train without a training strategy, such as a warm-up start. By
contrast, the pre-LN Transformer can be trained without a warm-up start and
converges much faster than the original Transformer [41]. Second, we used a
different strategy for the training and testing processes. During the training
process, the proposed model predicted the masking position. The masking ratio
used in the training process was the same as with the original BERT, which
used 15% embedding, 80% of which was actual masking, 10% was a reversal,
and 10% did not change. During the testing process, masking was applied to the
last position of each sequence. Referring to the previous BERT-based studies
on KT [38] or recommendation systems [37], the model predicts the correctness
of the students using their previous history of interaction sequences. Figure 1
describes the different training and testing strategies of our model.

Embedding Strategy. Most KT models use concepts, questions, and correct-
ness as the input vectors for training. Previous studies have explored new input
features. For example, AKT created Rasch embedding vectors by using concepts,
items, and responses [9]. However, an item response theory (IRT), such as Rasch,
can be applied to the dataset collected from tests or examinations because IRT
assumes that the ability of a student does not change during the trial. In KT,
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the states of student knowledge change during learning [43]. Therefore, we used
the classical test theory (CTT) for handling the difficulty features.

Note that we extracted the correctness of each question from the training set
and made the questions difficulty. If the question in the validation or test set were
not contained in training set, we replaced that question difficulty as a arbitrarily
number like 75. Subsequently, we added the difficulty to the embedding blocks. In
a previous study, BEKT [39] used five difficulty ranges in its embedding blocks.
Nevertheless, we used a difficulty range of 100. Similar to BERT embedding
layers, MonaCoBERT uses embedding vectors Einput, which is element-wise of
each embedding; learnable positional embedding Epos, concept embedding Ec,
item embedding Eq, correctness embedding Er, and CTT embedding Ectt, where
Einput, Epos, Ec, Eq, Er, Ectt ∈ Rm×h. Embedding layers Einput are formulated
as follows:

Einput = Epos + Ec + Eq + Er + Ectt (1)

Pre-LN Transformer-Based Encoder Architecture. The encoder blocks
used the pre-LN Transformer architecture [41]. In this study, 12 encoder layers
were used. First, the embedding vectors Einput are normalized through the pre-
LN LNpre

z = LNpre(Einput) (2)

Second, the normalized value z was changed to the query, key, and value
of monotonic convolutional multihead attention Amc. The results were passed
through dropout layer D and added to the embedding vectors as a residual
connection.

a = x + D(Amc(z, z, z)) (3)

Third, the results were normalized with layer normalization LN . Normalized
results passed through fully connected layers fc. The results were also normal-
ized through the dropout layer D. The second result was added as a residual
connection.

l = a + D(fc(LN(a))) (4)

The fully connected layers fc is consist of two layer blocks Wfc1, Wfc2 and
activation function. The activation function is LeakyReLU σ. The fc are formu-
lated as follows.

fc = Wfc2(σ(Wfc1)), (5)

where Wfc1 ∈ Rh×(h∗n), Wfc2 ∈ R(h∗n)×h.
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Monotonic Convolutional Multihead Attention. We suggest the use of
monotonic convolutional multihead attention. This architecture is combined
with ConvBERT’s [15] span-based dynamic convolution and AKT [9] mono-
tonic attention. In previous research, attention with the span-based dynamic
convolution achieved a higher performance than normal attention with BERT.
Meanwhile, the sequence data in KT contain latent information about the forget-
ting of the students. To represent such forgetting, we used the exponential decay
mechanism of monotonic attention. Figure 2 shows the monotonic convolutional
multihead attention architecture.

The monotonic convolutional multihead attention Amc consists of the con-
catenation ([; ]) of monotonic multihead attention Am and span-based dynamic
convolution SDC. Here, Amc can be formulated as follows:

Amc(Q,K, V ) = [Am(Q,K, V );SDC(Q,K, V )]. (6)

First, Monotonic multihead attention Am has an exponential decay mech-
anism for measuring the distance between sequences. The exponential decay
mechanism is a dot product with query linear WQ and key linear WK . The
learnable parameter δ is multiplied by these values. In addition, Am can be
formulated as follows:

Am = softmax(
exp(−δ · d(t, τ)) · WT

Q · WK√
Dk

), δ > 0. (7)

Here, d(t, τ) is the distance function, where t is the present time step, and
τ is the previous time step. Details can be found in AKT paper [9]. d(t, τ) and
γt,t′ can be formulated as

d(t, τ) = |t − τ | ·
t∑

t′=τ+1

γt,t′ . (8)

γt,t′ =
exp(WT

t ·WT
t′√

Dk
)

∑
1≤τ ′≤t exp(

WT
t ·WT

t′√
Dk

)
, t′ ≤ t. (9)

Second, the span dynamic convolution SDC can be formulated below, where
W is a linear layer, and ⊗ can be denoted as a point-wise multiplication (Details
can be found in ConvBERT paper [15]).

SDC(Q,K, V ) = LConv(V, softmax(W (Q ⊗ K))), (10)

LConv(X,W ) =
k∑

j=1

WjẊi+j−[
[k+1]

2 ]
(11)
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Table 1. Overall performance of KT models based on five benchmark datasets. The
best performance is denoted in bold underline, the second in bold, and the third in
underline. MCB-C indicates that MonaCoBERT used classical test theory (CTT),
whereas MCB-NC indicates that it did not. We can see that MCB-C achieved the
best results, and MCB-NC was second for most of the benchmark datasets.

Dataset Metrics DKT DKVMN SAKT AKT CL4KT MCB-NC MCB-C

assist09 AUC 0.7285 0.7271 0.7179 0.7449 0.7600 0.8002 0.8059
RMSE 0.4328 0.4348 0.4381 0.4413 0.4337 0.4029 0.4063

assist12 AUC 0.7006 0.7011 0.6998 0.7505 0.7314 0.8065 0.8130
RMSE 0.4348 0.4355 0.4360 0.4250 0.4284 0.3976 0.3935

assist17 AUC 0.7220 0.7095 0.6792 0.6803 0.6738 0.6700 0.7141
RMSE 0.4469 0.4516 0.4591 0.4722 0.4713 0.4727 0.4630

algebra05 AUC 0.8088 0.8146 0.8162 0.7673 0.7871 0.8190 0.8201
RMSE 0.3703 0.3687 0.3685 0.3918 0.3824 0.3940 0.3584

algebra06 AUC 0.7939 0.7961 0.7927 0.7505 0.7789 0.7997 0.8064
RMSE 0.3666 0.3661 0.3675 0.3986 0.3863 0.3835 0.3672

EdNet AUC 0.6609 0.6602 0.6506 0.6687 0.6651 0.7221 0.7336
RMSE 0.4598 0.4597 0.4629 0.4783 0.4750 0.4572 0.4516

3.3 Experiment Setting

Datasets. We validated the effectiveness of our model using six benchmark
datasets widely used in KT research. These benchmark datasets were obtained
from realistic online-based educational environments. All students’ Personal
Identifiable Information (PII) was removed to address privacy concerns. In our
research, we excluded students with at most five interactions. When a dataset
contained multiple concepts within a single interaction, we treated the combi-
nation of those concepts as unique.

– Assitment09, 12, 17: The ASSISTment datasets were sourced from the
ASSISTment ITS, primarily from American middle schools. Participants in
these datasets were randomly assigned [12]. We used assist09, assist12, and
assist17 but excluded assist15 due to its lack of question information1

– Algebra05, 06: These algebra datasets, which were provided by the KDD
Cup 2010 Educational Data Mining Challenge, originated from the Cogni-
tive Tutor. This ITS, developed by Carnegie Learning, targets middle school
students [34].2

– EdNet: The EdNet dataset was provided by a South Korean EdTech com-
pany named Santa, primarily emphasizing the English test TOEIC adminis-
tered by ETS. It boasts 131,441,538 interactions from 784,309 students col-
lected since 2017. This dataset primarily caters to adult learners aiming to

1 retrieved from https://sites.google.com/site/assistmentsdata/home.
2 retrieved from https://pslcdatashop.web.cmu.edu/KDDCup.

https://sites.google.com/site/assistmentsdata/home
https://pslcdatashop.web.cmu.edu/KDDCup
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certify their English proficiency [4]3 Due to the large size of the dataset and in
order to expedite our experiments, we extracted a subset of 5,000 interactions
from the original dataset for our research. Table 2 enumerates the number of
features in each benchmark dataset.

Table 2. Six benchmark datasets used our work. Benchmark dataset ignored student
data with less than five interactions. #Concepts are the same as the skills.

Dataset #Students #Concepts #Questions #interactions

assist09 3,695 149 17,728 282,071
assist12 24,429 264 51,632 1,968,737
assist17 1,708 411 3,162 934,638
algebra05 571 271 173,113 607,014
algebra06 1,318 1,575 549,821 1,808,533
EdNet 5,000 1,472 11,957 641,712

Evaluation Metrics and Validation. By referencing CL4KT, we used both
AUC and the RMSE as the performance metrics. We also used a five-fold cross-
validation for the evaluation.

Baseline Models. We compared MonaCoBERT to the baseline models, such
as DKT [33], DKVMN [46], SAKT [32], and the latest models, such as AKT [9]
and CL4KT. [22].

Hyperparameters for Experiments. To compare each model, we used the
same parameters for the model training.

– batch size: The batch size was 512. Owing to a limitation of resources, we
also used a gradient accumulation.

– early stop: The early stop parameter was 10. For example, if the validation
score was not successively increased during the ten iterations, the training
session was stopped.

– training, validation, test ratio: The training ratio was 80% of the entire
dataset, and the test ratio was 20%. The valid ratio was 10% of the training
ratio.

– learning rate and optimizer: The learning rate was 0.001, and Adam was
used as the optimizer.

– embedding size: The embedding size was 512.

3 retrieved from https://github.com/riiid/ednet.

https://github.com/riiid/ednet
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– others: We used eight attention heads for MonaCoBERT. The Max sequence
length was 100, and the encoder number was 12. Other models such as AKT4

and CL4KT5 used the default settings.

4 Result and Discussion

4.1 Overall Performance

Figure 1 illustrates the overall performance of each model. Every model used a
five-fold cross-validation for the estimation. MonaCoBERT-C, which was trained
using CTT, was the best model in most benchmark datasets and was a new
state-of-the-art model in assist09, assist12, algebra05, and ednet. MonaCoBERT-
NC was the second-best model for most of the datasets. This result indicates
that CTT embedding affects the performance of the model. For all datasets,
MonaCoBERT-C performed better than MonaCoBERT-NC. This result indi-
cates that it was difficult for MonaCoBERT-NC to learn the latent representa-
tions of the item difficulty from the dataset.

Our estimation differs from that of previous research. Except for
MonaCoBERT-NC and MonaCoBERT-C, the best model was modified for each
dataset. For instance, the AUC and RSME of assist17, and the RMSE, DKT,
and DKVMN of algebra06 showed that these were the best and second-best
models, respectively. This indicates that DKT and DKVMN are still helpful in
predicting certain cases. These results may stem from pre-processing methods
or the training of the hyperparameter settings.

4.2 Ablation Studies

In this section, we explore why MonaCoBERT performed better than the other
models and which parts of the model affected the increase in performance.

Impact of Attention Mechanisms. In Table 3, we compare the attention
mechanisms. For comparison, we used the assist09 and assist09-CTT datasets.
The assist09 dataset is a normal dataset that contains concepts, questions, and
correctness; however, assist09-CTT contains the concepts, questions, correctness,
and CTT-based difficulty.

We detached each part of the monotonic convolutional multi-head attention
and created four attention mechanisms: normal multi-head attention, monotonic
multi-head attention, convolutional multi-head attention, and monotonic convo-
lutional multi-head attention. We also used a five-fold cross-validation and an
early stop 10 times. The other hyperparameters used to determine the overall
performance were the same.

As a result, monotonic convolutional multihead attention exhibited the
best performance for both comparisons. Convolutional multihead attention and
4 https://github.com/arghosh/AKT.
5 https://github.com/UpstageAI/cl4kt.

https://github.com/arghosh/AKT
https://github.com/UpstageAI/cl4kt
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monotonic multihead attention achieved the second-best performance under each
setting. The increments differed for each setting and were approximately 2% for
assist09 and 1-2% for assist09-CTT.

Table 3. AUC performances of each attention mechanism using the assist09 and
assist09-CTT datasets. The increments were written based on normal attention.

Dataset Attn MonoAttn ConvAttn MonoCoAttn

assist09 0.7736 0.7993 0.7959 0.8002
increment 0 + 0.026 + 0.022 + 0.027
assist09-CTT 0.7858 0.8039 0.8054 0.8059
increment 0 + 0.018 + 0.020 + 0.021

Impacts of Embedding Strategy. In Table 4, we compare each embedding
strategy. The first embedding strategy embcq is an element-wise sum of the
concept embedding embc, question embedding embq, and correctness embedding
embr.

embcq = embc + embq + embr (12)

Moreover, the second embedding strategy embrasch is an element-wise sum of
concept and Rasch embedding, as suggested by AKT. Rasch embedding uses
concept embedding embc and learnable question scalar embq or a combina-
tion of concepts and answer embedding embcr to calculate the difficulty, where
embc, embcr ∈ Rn×h and embq ∈ Rn×1. Note that IRT Rasch embedding differs
from AKT Rasch embedding because the condition of IRT assumes that the
knowledge state of the student is fixed and does not change when estimated.

embrasch−c = embc + embq ∗ embc (13)

embrasch−cr = embcr + embq ∗ embcr (14)

The last embedding strategy, embCTT , is an element-wise sum of concept
embedding, question embedding, correctness embedding, and CTT embedding,
embctt, which was suggested in this study. We set embctt as the probability of
the difficulty and the integer type, where 0 ≤ embctt ≤ 100.

embCTT = embc + embq + embr + embctt (15)

As a result, in Table 4, embCTT generally showed a better performance than
the other embedding strategies. DKVMN, AKT, and MonaCoBERT performed
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Fig. 3. Analysis of underlying behaviors of SDC. The figure on the left illustrates the
proportion of the importance of each module. SDC showed an importance competitive
to that of MA in most layers. In particular, the SDC showed the most significant
contribution in the first layer. The histogram in the center figure represents the current
input weight of the concept. When the response of the student was correct, the SDC
allocated more weight to the interaction. In addition, even if the response was the
same, the weight varied considerably based on the concept. The figure on the right
shows examples of SDC filters arranged based on the correctness and concept.

well when using embCTT . This result indicates that the models did not learn the
difficulty representation during training. Meanwhile, CL4KT and SAKT showed
slightly better performances when using embrasch. DKT was not affected by the
embedding strategy.

Table 4. Comparison of each embedding strategy with KT models in the assist09
dataset.

Embedding Strategy embcq embrasch embCTT

DKT 0.7263 0.7274 0.7239
DKVMN 0.7188 0.7255 0.7313
SAKT 0.6822 0.6941 0.6693
AKT 0.7440 0.7449 0.7632
CL4KT 0.7600 0.7601 0.7461
MCB 0.8002 0.7736 0.8059

4.3 In-Depth Analysis of Attention and Embedding

In this subsection, we analyze the attention and embedding in depth. We used
Grad-CAM and t-SNE for the analysis and visualization.

Analysis of SDC. First of all, we observed that SDC was more critical than
MA in the early layer. Figure 3-Left shows the relative importance ratios of SDC
and MA. The contribution of SDC was especially greater than that of MA in the
first layer. To define the importance of each module, we used an element-wise
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version of Grad-CAM as a metric [10,35]. We also found that SDC in the first
layer extracted useful information regarding the properties of the current input.
Specifically, SDC focused on the current input when the student answered cor-
rectly. In Fig. 3-Center, Right, we can see that SDC assigned higher weights to
the current inputs when the student responded correctly. Moreover, the large
variance of weights given correct responses implies that SDC considers not only
the correctness of responses but also the importance of the concept. (Figure 3-
Center, blue) This result shows us that MonaCoBERT implicitly learned what
concepts or questions were essential for inferring the ability of the students. This
indicates the possibility of using MonaCoBERT to automatically find the prob-
lem essential to estimating the student’s ability, which can be used to support
the estimation and assessment.

CTT Based Embedding. We showed that CTT-based embedding helps the
model represent the difficulty of the problem. Figure 4 shows a visualization using
t-SNE [31]. Figure 4-Left shows the visualization of the CTT-based embedding
vector, and Fig. 4-Right shows the visualization of the No-CTT-based embed-
ding. Unlike No-CTT-based embedding, where different difficulties are mixed in
each cluster, CTT-based embedding (i.e., embCTT ) showed that the difficulty of
the information was smoothly distributed globally.

Fig. 4. Visualization of the embedding vector. The figure on the left shows the results
with CTT-based embedding. The figure on the right shows the results of No-CTT-based
embedding. We can see that the results of CTT-based embedding not only represent
the difficulty information globally, they also help avoid a difficulty in the mixing in
each cluster.

4.4 Discovery of Relationships Between Concepts

To determine whether our model understood the relevance between concepts,
we analyzed the monotonic attention weights of the last encoder layer after
passing through the softmax function. The results are shown in Fig. 5-left. We
averaged the attention scores of the questions using the same concepts to obtain
the relevance between concepts. We created a directed graph, as shown in Fig
5-Center, by selecting only those concepts with attention weights of higher than
0.1.
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Fig. 5. Analysis results of the relevance between knowledge concepts, exploiting atten-
tion weights of the monotonic attention part after the model was trained using mono-
tonic convolutional multi-head attention. The figure on the left shows a heatmap of
the attention weights between each pair of concepts. It shows how much attention each
concept on the y-axis (e.g., 7th, 92nd, 94th, 96th) assigns attention to some selected
concept on the other x-axis. The center figure shows a directed graph of the relevance
between concepts. It shows how the concepts of assist09 influence one another. The
source concept nodes are assigned a high attention weight to the destination concept
nodes, and the concept nodes can be connected in both directions. We set the threshold
to 0.1 and ignored edges lower than the threshold. When the threshold was decreased,
more skill nodes were connected, and vice versa. The concept information of the assist09
dataset can be found on the right. ‘nan’ means concepts that are not defined in the
original dataset.

According to the concept network shown in Fig. 5-center, we can see that
the model learns the relevance between skills. For example, as shown in Fig. 5-
left, the 7th concept (Absolute Value) was connected with some concepts of
subtraction, such as 92 (Addition and Subtraction Fractions), 94 (Addition and
Subtraction Positive Decimals), and 96 (Addition and Subtraction Integers).
This means that you need to be good at subtraction to calculate the correct
absolute value. Accordingly, the 117th concept (Probability of a Single Event)
and 115th concept (Probability of Two Distinct Events) assigned high attention
weights to each other, since concept 117 is a prerequisite for concept 115. 121st
concept (Counting Methods) is also connected with 115 and 117. However, the
concept network shown in Fig. 5 is not perfect because some concepts did not
connect to each other despite their similarities. This result may be due to the
monotonic attention decreasing the attention weight according to the time step.
Nevertheless, observing the attention weights can help uncover new connections
between previously inconceivable concepts.

5 Conclusion

This study presents MonaCoBERT, a cutting-edge Knowledge Tracing model
combining monotonic attention with span-based dynamic convolution. The
model Effectively addresses students’ forgetting curves and integrates global and
local representations. Across benchmark datasets, MonaCoBERT has showcased
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superior performance, highlighting its immense potential in real-world educa-
tional settings. The model adeptly captures learning sequences from granular
and overarching viewpoints by integrating monotonic convolutional multi-head
attention. Our distinctive approach, grounded in Classic Test Theory, has been
instrumental in elevating the model’s efficacy. MonaCoBERT offers a pioneer-
ing solution to the challenges presented by data sparsity and intricacies in the
education domain. Its practical uses, such as forecasting student performance
and customizing learning experiences, leverage its profound understanding of
student learning patterns. Such features emphasize MonaCoBERT’s capability
to instigate notable educational advancements, spurring further investigation
and deployment. However, further in-depth research is required to fine-tune its
effectiveness for different teaching scenarios and age groups.
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Abstract. This study explores the feasibility of training amachine learningmodel
to recognize pre-error signals in the anterior cingulate cortex (ACC) using Flanker
test data from the COG-BCI dataset, and subsequently employing this model to
detect pre-error states in aviation pilots. To address this issue, we applied vari-
ous machine learning models to the dataset, including Support Vector Machines
(SVM), and Random Forests, double Convolutional Neural Network (CNN)
model, and a Transformer model, renowned for handling sequential data effi-
ciently. Pilot experiments were conducted in an Airbus A320 simulator to assess
real-time cognitive activity during takeoff, involving seven pilots and six engi-
neers. Cognitive workload (CW), heart rate (HR), and pupil diameter (PD) were
measured using an EEG headset, Polar H10 heart rate monitor strap, and Gaze-
point GP3 eye tracker. Results from the analysis of the FLANKER dataset using
various models revealed the superiority of the transformer model, with notable
reductions in false negatives and a final F1 score of 0.610. Moving beyond typical
study conclusions, our objective extends to assessing model applicability in a sec-
ondary domain—evaluating the classifiers’ discriminative power during takeoff
procedures for aviation pilots. Despite a slight reduction in performance, the trans-
former model still outperforms other models in classification with an F1 of 0.578.
Although there’s room for improvement in erroneous state detection, these results
indicate trends in electrical brain activity that correlate with decreased behavioral
performance. The transformer’s real-time performance, with an inference speed
of 0.01 s, positions it favorably for Brain-Computer Interface (BCI) applications.
As we anticipate increases in classifier performance with more training data and
extended polling bands, this study lays the groundwork for further research in
erroneous state prediction and machine learning optimization models for BCI and
real-world applications.
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1 Introduction

Pilots frequently encounter scenarios requiring swift processing of significant informa-
tionwithin tight timeframes, leading to the potential for piloting errors and, unfortunately,
fatal outcomes. To investigate and address this issue, a 15-year observational methodol-
ogy study was undertaken, employing a Line Operations Safety Audit (LOSA). Expert
observers were strategically placed in the cockpit during routine flights to document
potential threats. The study’s reports highlighted a range of common errors, with one
notable example being procedural lapses resulting in incorrect executions, such as enter-
ing erroneous data into the flight management computer [1]. In response to these chal-
lenges, deviation detection systems have been developed to assist pilots in verifying task
adherence to established guidelines and facilitating quick adjustments [2]. However, it’s
crucial to note that, despite these advancements, certain mistakes remain irrecoverable
[3–5]. This underscores the significance of prioritizing error prevention measures, and
catching these potential errors earlier, over relying solely on error correction systems.

Brain Computer Interfaces (BCI) have been growing in popularity with regards to
scientific research in neurotechnology [6]. These BCI devices can come in multiple
forms, from non-invasive, and partially invasive to invasive, based on how close elec-
trodes get to brain tissue [8]. Electroencephalograms (EEG), a form of non-invasive BCI
devices, can read the user’s brain electrical activity through a mesh of electrodes. This
electrical activity can then be interpreted to understand subject brain states along with
their brain connectivity [7]. One such study mapped connectivity of cognitive monitor-
ing and executive control of strategy adjustment to the anterior cingulate cortex (ACC)
through neuroimaging and brain potential studies [9]. These monitoring processes are
heavily intertwined with cognitive task performance and can be indicative of perfor-
mance degradation. It is believed that the ACC can detect potential errors or conflicting
responses prior to being consciously aware of them [10] and then begins to signal the
need to regulate future uncertainty and risk minimization. An example of this could be a
student answering a question on an exam for which he is uncertain of the response. The
ACC will detect potential errors or conflicting responses, such as misinterpretations of
questions and then activate adaptive control processes, prompting the student to adjust
their approach, clarify uncertainties, and optimize their performance to minimize the
risk of errors to enhance overall exam success. Ridderinkhof was able to identify these
markers using the Flanker test and an EEG device. They concluded that errors were
observed to be presaged by a distinct pattern of electrophysiological brain activity on
the trial preceding the error and that the ACC serves to indicate the need to engage
control processes (including response inhibition) to minimize the risk of errors [11].

As a result, the hypothesis that will be tested in this article is as follows:
Hypothesis: Is it possible to train a machine learning model to identify these ACC

pre-error signals using flanker test data, and apply this model to detect pre-error states
in aviation pilots?

First, we will present a section for related works in the domain of predicting per-
ceptual decision-making errors. Next, we will examine the methods implemented in this
paper, and finally Sect. 4 will dive into the results.
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2 Related Works

Predicting perceptual errors inBCIs is still in a novel statewithBatmanova et al. claiming
to have taken the first steps towards predicting these error states. They setup a perceptual
decision-making task to collect behavioral data and brain activity signals [12]. This
experiment required participants to perceive 400 stimuli in the form of neckar cubes
continuously with a brief pause interval, attempting to replicate real-life situations where
decision making would be done in a stressful environment. Their machine learning stack
involved using two one-dimensional convolutional neural networks (CNN) in series. The
first CNN performed an EEG channel wise convolution, while the second performed a
time-point-wise convolution, with the size output being a hyperparameter, K, that was
selected based on model performance. Their EEG data was taken two seconds before the
stimulus and two seconds after the stimulus, filtered by performing z-score normalization
and thresholding at a value of 1. Despite receiving exceptional results, an F1-score of
88% and accuracy of 92.6%, there is no mention of transferability of the model beyond
the dataset. They also mention a limitation of not addressing participant leakage, where
a single participant’s data may be found in both training and validation set. The error
and success trials of a participant should be locked in either the test or validation set,
if not, results can be skewed by providing exceptional F1 and accuracy scores, as the
paper demonstrates.

A secondary study explores the use of EEGs to measure human decision confidence
levels [13]. A visual perceptual decision confidence experiment involves 14 participants
performing a task while EEG data is recorded. The task involves showing blurred images
of animals to the participants, while they must decide for the animal group, then report
their confidence levels about the selection from one through five. The study uses two
classifiers (Support vector machine with RBF kernel and a deep neural network ANN
with shortcut connections to retain original information) trainedwithEEG features. Their
results show EEG signals can assess decision confidence, achieving peak accuracy of
49.14% and F1-score of 45.07% when validating all five confidence levels, and 91.28%
accuracy with an average F1-score of 88.92% for extreme confidence levels (confidence
of 1 and 5, while ignoring confidence levels in between). Though model generality is
important for real time applications such as flight where cases of confidence between 2
and 4 are quite common in real world applications, which may be problematic for model
performance.

Another study claiming to be the first online study in real car decoding driver’s
error-related brain activity introduces an EEG-based BCI designed to decode error-
related brain activity for use in driving assistance systems [14]. Conducted in both a car
simulator (N = 22) and a real car (N = 8), participants received directional cues before
approaching intersections. The study classified error-related potentials from EEG using
Linear Discriminant Analysis as a supervised learning algorithm to predict whether the
cued direction aligned with the driver’s intention. Offline experiments achieved an aver-
age classification accuracy of 0.698 ± 0.065 in the simulator and 0.682 ± 0.059 in the
real car, both significantly above chance level. Online tests showed equivalent perfor-
mance in simulated and real car driving, supporting the BCI’s feasibility for decoding
signals and estimating driver intention in real-world driving scenarios.
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3 Methods

3.1 Flanker Dataset

The COG-BCI dataset was used to train the machine learning models, as it is a stan-
dardized and highly regulated dataset containing flanker EEG and behavioral data [15].
The Flanker task is a choice reaction task designed to induce errors and conflict dur-
ing binary decisions. In its arrowhead version, participants are presented with stimuli
consisting of 5 horizontal arrows, where they must respond to the middle arrow while
disregarding flanking arrows. Flanker stimuli can be congruent (flanking arrows point
in the same direction) or incongruent (flanking arrows point in the opposite direction to
the central arrow). Each trial involves a 2000 ms inter-stimulus interval (ISI) followed
by a 16 ms display of the stimulus. Stimuli are presented equally frequently in a pseudo-
random order, and participants respond by indicating the target direction with keyboard
keys. Feedback about trial outcomes is provided, and the task involves 120 trials (30
for each stimulus type), lasting about 10 min. The structure of the test can be seen in
Fig. 1. Participant responses, error rates, and reaction times are recorded throughout the
task. Instructions are given before the run begins. The dataset was compiled over three
sessions, each separated by one week.

Fig. 1. Flanker test procedure and timing windows.

3.2 EEG Preprocessing and Dataset Creation

The EEG signals underwent a comprehensive preprocessing pipeline to enhance their
quality and prepare them for subsequent analysis. Initially, we applied a finite impulse
response filter (FIR) with an automatic filter length set at 1 Hz, leveraging the capabili-
ties of the Python MNE toolbox. Following this, a notch filter at 50 Hz was employed to
effectively eliminate any line noise that might have been present in the signals. Subse-
quently, we down sampled the frequency from the original 500 Hz to 250 Hz to optimize
computational efficiency without sacrificing critical information. To address potential
artifacts such as heartbeat and eye blinks, we performed Independent Component Anal-
ysis (ICA). An epoch, representing a time sequence of 1 s before and 0.5 s after the
stimulus signal, was extracted for each trial. Every individual epoch underwent visual
inspection, and any instances with lingering large amplitude artifacts were removed.
Setting a z-score threshold of 5 during the rejection procedure was a decision aimed
at maximizing the number of samples and throwing away egregiously bad EEG spikes
without being too critical. The dataset creation overview can be seen below in Fig. 2.
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After completing the rejection procedure, our dataset comprised of 1153 erroneous sam-
ples and 8521 non-erroneous samples, ensuring a robust and refined dataset for further
analysis and model development. It should be noted that training and validation sets
were created with no participant leakage (Single participant data would not be found in
both training and validation set).

Fig. 2. EEG processing pipeline to create labeled data.

3.3 Adjusting Imbalanced Datasets

Imbalanced datasets refer to situations where the distribution of classes is uneven, with
one or more classes having significantly fewer instances than others. In our COG-BCI
dataset, the occurrence of erroneous data points is significantly lower compared to the
correct ones. Addressing imbalanced datasets is crucial as it can lead to biased model
training and poor generalization. Given the limited size of the dataset, undersampling is
not a feasible choice. As a result, we explored two oversampling techniques: Synthetic
MinorityOver-sampling Technique (SMOTE) andRandomOver-sampler, with the latter
demonstrating superior performance.
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3.4 Models

Several machine learning models were used on the dataset to compare performance.
Hyperparameter tuning techniques such as Cross Validation Grid Search from SKLearn
and open-source library Optuna were used to find optimal configurations for eachmodel.

SVM and Random Forest Models. These models are supervised machine learning
models described as classification algorithms. They are both relatively easy to implement
and have been proven to provide great results on EEG data [16, 17]. These models serve
as a great starting point in terms of identifying trends in our EEG dataset.

Support Vector Machines (SVM) work by finding the optimal hyperplane that max-
imally separates data points of different classes in a high-dimensional space. They can
handle both linear and non-linear data depending on the kernel function selected. We
decided to use an RBF kernel function, which is commonly used with EEG data. The
parameters chosen for the SVM model can be found in Table 1.

Table 1. SVM Parameters.

Parameter Value

C 1.0

Kernel RBF

Gamma Scale

Probability True

Shrinking True

Tol 0.001

Random Forest models operate by constructing multiple decision trees during train-
ing and outputting themode of the classes (classification) or themean prediction (regres-
sion) of the individual trees. Each tree is built using a random subset of the training data

Table 2. Random Forests parameters

Parameter Value

Bootstrap True

Ccp_alpha 0.0

Criterion Gini

Max_depth 50

Max_features 0.7

Min_samples_leaf 1

Min_samples_split 10

N_estimators 100
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and a random subset of features, reducing overfitting and improving generalization. The
combination of diverse trees results in a robust and accurate model. The parameters
chosen for the Random Forests can be found in Table 2.

Double Convolution. Convolutional Neural Networks (CNNs) are a type of deep learn-
ing architecture, specifically designed for tasks involving structured grid-like data, such
as images. To process the dataset through CNNs we follow similar architecture to Bat-
manova et al. with a fewmodifications by performing the following steps (also illustrated
in Fig. 3):

1. We first take our Channel by Time-point matrix from our batch and perform a
1-dimensional convolution across the channel axis. This convolution slides along
the dimension of the EEG channels, while keeping the time-point dimension fixed,
performing an averaging of EEG amplitude at every moment.

2. A second 1 dimensional convolution is performed across the remaining 1-dimensional
time dimension (where each point is an average across all channels) resulting in a
1-dimensional vector with k features. This value k is then treated as a hyperparameter
that can be tuned to improve model performance. Naturally, with too few k values,
the model will not efficiently learn, while with too many k values, the model will
have redundant features.

3. We then perform a 1-dimensional batch normalization to improve training stabil-
ity and convergence speed. The batch normalization is also useful to mitigate the
vanishing and exploding gradient problems during backpropagation.

4. A dropout layer is added with a dropout rate of 0.3. This regularization technique
helps to break tight coupling between neurons, reducing the risk of overfitting and
improving the model’s ability to generalize to unseen data.

5. Finally, two fully connected layers with hidden dimensions of size 1024 is used to
perform the classification. A leaky-Relu activation is performed in between these two
layers with a sigmoid activation function for the binary classification output.

Double Convolution Hyperparameters. We experimented with Xavier Uniform and
Random Uniform initializers, finding that the former yielded superior outcomes.
Employing a learning rate of 0.00671, we conducted training over 27 epochs with a
batch size of 314. Leaky Relu activation functions were utilized, demonstrating the most
favorable results. Additionally, we utilizedAdaptiveGradients (Adagrad) optimizers and
found that a value of K = 79 produced the optimal results.

Transformer. Transformers are a type of deep learning architecture that has gained
significant popularity, especially in natural language processing tasks. Transformers
are known for their self-attention mechanism, allowing them to capture relationships
between different elements in a sequence, making them particularly powerful for han-
dling long-range dependencies. The transformer architecture was initially proposed for
natural language processing but has been successfully applied to various other domains,
including computer vision, speech processing, and EEG [18]. The architecture that will
be used for this task was inspired by the Conformer architecture conceived by Song et al.
The architecture, can be split up into three main parts as follows:
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• Part 1 - Convolution Module: The convolution module is designed by decomposing
the two-dimensional convolution operator into two one-dimensional layers, sepa-
rating temporal and spatial convolutions, much like the double convolution used
previously. The first layer employs k kernels performing convolutions along the time
dimension. The second layer consists of k kernels acting as a spatial filter to capture
interactions between electrode channels. Batch normalization is applied for enhanced
training and reduced overfitting, while exponential linear units (ELUs) serve as the
activation function for nonlinearity. The third layer performs average pooling along
the time dimension, smoothing temporal features to prevent overfitting and decrease
computational complexity. The resulting feature maps are rearranged, with the elec-
trode channel dimension squeezed and the convolution channel dimension transposed,
enabling the feeding of all feature channels of each temporal point as tokens into the
next module.

• Part 2 - Self-Attention Module: The Self-Attention Module is introduced to capture
global temporal dependencies in EEG features, utilizing self-attention to enhance
the decoding of context-dependent representations within low-level temporal-spatial
features. Tokens from the previous module are linearly transformed into query (Q),
key (K), and value (V), and their correlations are evaluated using dot product, with a
scaling factor to prevent vanishing gradients. The resulting attention score is obtained
through a Softmax function and applied to V with a dot product. This process is
repeated N times in the self-attention module, incorporating a multi-head strategy to

Fig. 3. Illustration of the double convolution neural network structure from raw EEG data.
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enhance representation diversity. The multi-head attention results are concatenated,
and the entire attention computation is performed N times.

• Part 3 - ClassifierModule: Finally, the ClassifierModule employs two fully connected
layers to output an M-dimensional vector after a Softmax function, using binary
cross-entropy as the loss function for the entire framework.

As a result, we have a model that processes EEG data through temporal and spatial
convolution layers, arranges them into tokens with a pooling layer, applies self-attention
layers, and uses fully connected layers for classification results.

Transformer Hyperparameters. We utilized Xavier Uniform initializers, a learning rate
of 0.0072, and conducted training for 30 epochs with a batch size of 75. Employing a
CyclicLR optimizer scheduler cycling between 0.001 and 0.01 yielded the most optimal
results. Additionally, we fine-tuned the Adam optimizer, achieving optimal outcomes
with beta-1 set to 0.285 and beta-2 set to 0.927. Exploring values of K between 10 and
100, we found that K = 20 yielded the best results.

4 Experiments

Experimentswere conducted to assess real-time cognitive activity in pilots during takeoff
in an Airbus A320 simulator, employing the previously outlined methodology. The
participants, consisting of seven pilots, including five A320 pilots, and six engineers
with expertise in aircraft maneuvers, were divided into two groups experiencing different
takeoff scenarios to eliminate learning bias. The participants had to release the parking
brake, do a takeoff procedure, and climb until 3000 ft without using autopilot. Cognitive
workload (CW), heart rate (HR), and pupil diameter (PD) were measured using an EEG
headset, Polar H10 heart rate monitor strap, and Gazepoint GP3 eye tracker. A total of
136 takeoffs were performed by the 13 participants, who had an average age of 36 years,
604 flight hours, and 8.5 years of piloting experience [19].

5 Results

The results from the analysis of the Flanker dataset using the models are presented in
Table 3. It should be noted that accuracy values are misleading to the dataset imbalance.
With an error rate close to the 13%mark, amodel that has learned to simply pick themost
abundant class without actually classifying between the two will achieve a high accu-
racy. For this reason, we have accumulated Macro-Averaged Precision, Recall, and F1
scores – which essentially factor in the class imbalance and give us a better understand-
ing in the model’s performance. A Macro-Averaged F1 score above 0.6 would indicate
a classifier with moderate to good performance, while above 0.8 indicating excellent
performance. Additionally, we have included the area under the receiver operating char-
acteristic (AUC ROC), which serves as a metric that quantifies the overall performance
of a binary classificationmodel bymeasuring the area under the curve formed by plotting
the true positive rate against the false positive rate across various classification thresh-
olds. A value of 0.5 for the AUC ROC is indicative of a random classification with no
discriminative power, with values closer to 1 presenting a strong discriminative power.
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We can see that the simpler machine learning algorithms, namely SVM and Ran-
dom Forests, receive high accuracy values but underperform in all other metrics. Their
classification often seems random or biased towards one class, indicating that the com-
plexities in the EEG data might not be suited for these particular classifiers. The double
convolution model begins to discern between the two classes; however, its performance
still remains quite low and contains a lot of false negatives. The transformer model man-
ages to outperform the other models by a significant margin. We see a reduction in the
number of false negatives and a final F1 of 0.610, which serves as promising signs of its
classification power for erroneous states. It is interesting to note that a channel reduction
from 62 to 16 exhibited no loss of information and increased the performance of the
classifier. The 16 chosen electrodes followed the standard 10–20 system distribution and
not simply a random subset of the original 62 channels.

Table 3. Results of the different machine learning models on the Flanker dataset

DATASET MODEL ACC.(%) AUC
ROC

*PRECISION *RECALL *F1

FLANKER SVM (Linear) 70.86 0.559 0.519 0.533 0.512

SVM
(RBF)

80.48 0.523 0.493 0.493 0.491

Random
Forests

86.30 0.484 0.439 0.500 0.468

Double
Convolution

83.88 0.591 0.583 0.555 0.563

Conformer
(62 Chanel)

84.08 0.633 0.599 0.600 0.600

Conformer
(16 Chanel)

82.40 0.652 0.611 0.610 0.610

Whilemany studies conclude their experiments at this juncture, our objective extends
beyond, aiming to assess the model’s applicability in a secondary domain - substanti-
ating the transferability of the classifiers. To achieve this, we have collected EEG data
from aviation pilots and intend to evaluate the classifiers’ discriminative power specif-
ically during takeoff procedures. We can examine the performance of these models in
Table 4, where we can see that the performance reduces slightly, but performs relatively
as expected.
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Table 4. Results of the different machine learning models on the Pilot dataset

DATASET MODEL ACC.(%) AUC
ROC

*PRECISION *RECALL *F1

FLANKER SVM (Linear) 78.81 0.499 0.498 0.499 0.499

SVM
(RBF)

82.68 0.486 0.423 0.486 0.452

Random
Forests

88.42 0.498 0.443 0.498 0.469

Double
Convolution

77.38 0.532 0.537 0.532 0.534

Conformer
(62 Chanel)

76.55 0.567 0.560 0.567 0.565

Conformer
(16 Chanel)

77.06 0.584 0.574 0.584 0.578

The transformer model still outperforms the other models in terms of classification
with a macro-averaged F1 above random classification, which is a promising indicator.
Although there was a decrease in F1 score, these results highlight the existence of elec-
trical brain activity trends that could foreshadow a decrease in behavioral performance.
The flanker dataset that was used was quite small in contrast to common transformer
training datasets, yet the transformer was still able to receive an adequate score. With an
increase in training data, we believe that there could be a substantial increase in classifier
performance.

Furthermore, our polling began 1 s prior to the stimulus due to constraints in Flanker
testing procedures. We also believe that increasing the polling band prior to the stimulus
will also increase the classifier performance, and transferability.

The transformer model works exceptionally well in real time, which would be its
main use case when dealing with BCI devices. It has an inference speed of 0.01 s,
resulting in the bulk of computation time being associated to input processing.

6 Conclusion

With such small margins for error in real-time systems, such as aviation, the need for
predictive error detention is crucial. In this study, we have demonstrated the ability
of different machine learning models to predict erroneous states within a perceptual-
decision-making flanker and piloting task, using EEG. These signals were recorded prior
to the behavioral response and achieved a maximum macro averaged F1 score of 0.601
with a transformer-based model. Furthermore, testing the transferability of this model
to an aircraft piloting task yielded promising results with a maximum F1 score of 0.578,
suggesting that the signals in behavioral responsesmay be similar across certain domains
and can be used to substitute the gaps in data required – consequently accelerating the
creation of error prevention systems that can revolutionize transportation safety. While
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this study highlights the potential to predict errors, further research and experimentation
with larger datasets is essential to construct a more robust machine learning model for
this task.
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Abstract. This research explores the links between self-regulation
behaviors and indicators of learning performance. A data mining app-
roach coupled with appropriate qualitative measures is proposed to
extract behavioral sequences that are representative of learning success.
Applied on an online programming platform, obtained results allowed
to highlight important self-regulation behaviors during the planning and
engagement phases. It e.g. appears that successful self-regulated learn-
ers are those who analyze their tasks before working on them. This work
brings methodological contributions in the field of self-regulation learning
measurement and is a first step towards the design of intelligent tutoring
systems.
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1 Introduction

Although Self-Regulated Learning (SRL) has a long existence in the education
literature [17], it is still a key challenge in modern Online Learning Environments
(OLE) [6]. The measurement of SRL has gained increased research interest aimed
at a more refined understanding of SRL behaviors and strategies [7].

OLEs make it possible to capture and store students’ interactions with the
platform as trace data, on which fine-grained analyses can be applied to in fine
provide learners with accurate feedback on their self-regulation skills.

In this paper, the relationship between SRL behaviors and learner perfor-
mance is studied. It is assumed that learning sessions are discretized in peda-
gogical activities ending with a success or failure indicator of performance. The
objective of this work is to discover discriminative behavioral sequential patterns
that more likely lead to learning success.
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The following main question is addressed: How to leverage trace data to point
out the link between learners’ SRL behavior and learning performance? Answer-
ing this question is a first step towards the conception of an Intelligent Tutoring
System (ITS) to support learning. Provided contributions are: 1) a data mining
pipeline including appropriate measures to extract sequential patterns of actions
that are characteristic of learning performance, and 2) an implementation on real
data collected from an OLE, demonstrating the relevance of this approach.

The paper is structured as follows. Section 2 gives the principles of the pro-
posed approach. Section 3 describes a positioning wrt. existing works in SRL
measurement, from one side, and discriminative sequential pattern mining, from
the other side. The proposed sequence mining method is detailed in Sect. 4, its
implementation and data collection are described in Sect. 5. Results are discussed
in Sect. 6, conclusions and implications are drawn in Sect. 7.

2 Principle and Notations

2.1 Assumptions

Our main objective is to quantify the relevance of sequences of action sequences
wrt. learning performance.

Collected sequences of actions end up with an indicator of performance which
is a success or a failure in an exercise. Sequences can thus be divided into two
sets, those that lead to success (positive set) and oppositely those that lead to
failure (negative set). The more a sequence of actions is observed in the positive
set and the less in the negative set, the more characteristic of success is the
sequence. A sequence is also all the more characteristic of success, in that its
actions have to appear in a specific order.

Moreover, this work relies on the SRL model of Siadaty et al. [13] that
suggests three common phases of learning behaviors, from planning through
engagement, to self-reflection and evaluation. It maps trace data to micro-level
SRL processes that are already categorized under macro-level processes. In our
case, phases that can be observed from the data are planning and engagement.
Reflection and evaluation are not instrumented in the concerned OLE. Plan-
ning through task analysis includes action events such as clicking on exercise
assignments and documentation. Engagement through working on the task and
applying strategy changes, include respectively action events such as keystrokes,
click-streams, mouse movements and reviewing activities.

Finally, the extent to which a sequence is characteristic of success depends on
its discrimination degree with the set of negative sequences, but also on the
order dependency of its actions. Although the two phases of SRL planning
and engagement can be observed and micro-level processes that affect learning
performance can be examined from trace data, it is very likely that there is
no unique behavior, reflected in a sequence of actions, that characterizes the
performance of self-regulated learners.
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Behavioral sequences must therefore be analyzed at different levels: platform,
exercise, and learner. Defining the two sets of positive and negative sequences is
crucial to the analysis.

2.2 Preliminaries

From trace data, sequences of SRL actions performed by each learner can be
reconstructed. A set of task actions is denoted by A, and a sequence, often
denoted by s hereafter, is an ordered list of actions s = 〈a1, . . . a|s|〉 where |s| is
the length of s and ai, i = 1..|s| ∈ A. A sequence s′ is a sub-sequence of another
sequence s, denoted by s′ ⊆ s, if it exists a one-to-one mapping from s′ to s that
preserves the order of s and s′. One denotes by supp(s,S) the support of the
sequence s in a set S of sequences and is computed as follows:

supp(s,S) = |{s′ ∈ S, s ⊆ s′}|
|S| (1)

Definition 1. A sequence s is said to be frequent if supp(s,S) ≥ α, α being a
predefined frequency threshold.

Sequences that are characteristic of learning success are identified through
a differential analysis between two sets of sequences denoted S+ and S− that
gather the sequences leading to success and failure respectively. In addition to
being frequent, sequences of interest in a differential analysis have to be discrim-
inative of the positive set S+ compared to the negative one S−, which means
that the sequence has to cover a larger ratio of S+ than S−.

3 Related Works

3.1 Sequence Mining for SRL Measurement

The use of sequence mining to measure SRL has emerged as a promising method,
as it appears in some recent works. It is mainly applied to identify SRL behav-
iors and student profiles, as for [14] to reveal learning sequences on trace coded
behaviors and strategies, and to analyze behavior patterns and how they affect
the course performance [4]. Describing students’ SRL patterns is an important
analysis task performed with sequence mining. For example, it allows to explore
coded sequences of learning actions to investigate the effects of personalized
scaffolding on students’ learning activities [11]. Similarly, it enables the explo-
ration of behavioral patterns of SRL and the examination of the significance
of self-regulation scales among different groups of students [15], as well as the
exploration of sequences of learners’ activities to understand how learners utilize
the SRL supports [16]. To our knowledge, no work has focused on the mining of
discriminative sequential patterns in the measurement of SRL behaviors. In this
work, we focus on the most relevant qualitative measures to identify sequential
patterns expressing SRL behaviors that affect learners’ performance.
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3.2 Discriminative Sequential Pattern Mining

A key constraint that a sequential pattern must satisfy to be considered inter-
esting is related to its frequency of occurrence in the analyzed dataset [9].

When quantifying the informativeness of a pattern in a differential setting
materialized by two subsets of sequences, an additional criterion to its frequency
is often considered. A pattern is indeed interesting if it is both frequent in its sub-
set of assignment and discriminative wrt. other subsets. In [3], the quantification
of the discriminative degree of a given sequence is studied in a general setting
when multiple classes of sequences exist. But, in most cases, sequences are split
into two sets and a sequence is all the more discriminative as it frequently occurs
in its set and not in the other one.

A common way to quantify the extent to which a sequence s is characteristic
of a set S+ wrt. another one S− is to calculate the Support Difference (SD) [12]:

SD(s) = supp(s,S+) − supp(s,S−) (2)

Compared to other existing measures of discrimination (see [12] for more
details), the SD measure (Eq. 2) ranges in [−1, 1], thus making its output easier
to interpret. Another important property to consider when providing users with
the most discriminative sequences is to check that the discriminative degree of a
sequence s is not due to any of its sub-sequences, which would lead to redundancy
in the provided list of discriminative sequences [10].

4 Mining Successful Behavioral Sequences

The first step is to determine the properties, and subsequently the appropriate
measures, of the sequences of behavioral actions that are characteristic of learn-
ing success. Candidate sequences to characterize a learning success are obviously
taken from S+ and have first to be frequent, this set of frequent sequences is
denoted by S+

F and built as follows:

S+
F = {s ∈ S+, st. supp(s,S+) ≥ α} (3)

where α is a predefined frequency threshold that can be adjusted to control the
number of candidate sequences to take into account in the next steps. To be
characteristic of success, a sequence also has to be differential from sequences
that lead to failure. This is where the measure SD (Eq. 2) comes into play.

Definition 2. A sequence s is discriminative of S+ wrt. S− if SD(s) > 0.

A sequence s may be discriminative but also redundant, as s may contain a
sub-sequence that is itself discriminative. For instance, let us consider a frequent
and discriminative sequence s ∈ S+

F : 〈a1, a2, a3〉 and one of its sub-sequences s′ :
〈a1, a2〉 that is necessarily frequent too but also more discriminative (SD(s′) >
SD(s)). Then, it is useless to present the user both s and s′ as s′ is by itself
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frequent and discriminative. The measure red(s,S+
F ) quantifies the redundancy

of a sequence s according to its discriminative sub-sequences:

red(s) = SD(s) − min(SD(s),max
s′⊂s

SD(s′)). (4)

The measure red(s) is a revision of the measure introduced in [10], so as to
obtain a non-redundancy degree normalized in the unit interval. The sequence
s being compared to its discriminative sub-sequences, then SD(s) ∈ ]0, 1] and
maxs′⊂s SD(s′) ∈ ]0, 1].

The measures of discrimination and non-redundancy are classically used in
existing approaches to extract discriminative sequential patterns. In order to
identify sequences of SRL actions characterizing success, an additional property
has to be considered. A sequence of actions constitutes an SRL behavior if the
order in which the actions appear in the sequence is important. Indeed, in the
SRL model of learning [13], planning behaviors precede engagement behaviors,
otherwise, it is the set of actions that matters and not the sequence itself. Thus,
we quantify the extent to which the order in which the actions appear in a
frequent sequence is decisive. To do so an order dependence measure, denoted
ordDep(s), is introduced that compares the discriminative degree of s with its
permutations. It is based on the entropy measure of data series [1]:

ordDep(s) = SD(s) − min(SD(s), max
s′∈s(s)

SD(s′)), (5)

where s(s) denotes the set of permutations of s.

Definition 3. A sequence expresses an SRL behavior that is characteristic of the
learner’s performance iff. it is both frequent, discriminative, not redundant
and contains order-dependent actions. The overall qualitative degree attached
to each sequence s to express the extent to which it constitutes an SRL behavior
of S+ is denoted by μ(s) and computed as follows:

μ(s) = min(SD(s), red(s), ordDep(s)). (6)

Lemma 1. Based on the discriminative degree computed using SD, sequences
having a strictly positive μ degree are the most characteristic sequences of S+.

Proof. It is straightforward to show that a sequence s having a strictly positive
μ(s) is a representative sequence of S+. As s ∈ S+

F then s is frequent. Let s′ ⊆ s
be a frequent sub-sequence (resp. permutation) of s. If s′ is more discriminative
than s then min(SD(s), SD(s′)) = SD(s) and red(s) = 0 (resp. ordDep(s) = 0)
leading to μ(s) = 0.

In summary, the first step of our approach leverages a sequential pattern
mining algorithm [8] to extract all the patterns in S+ that occur frequently.
Then, to keep discriminative patterns only, the support of the patterns that
frequently occur in S+ has to be computed on S−. Moreover, using only the set
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of somewhat discriminative patterns (i.e. SD > 0), redundant and non order-
dependant sequences are discarded. Especially to check the non-redundancy with
their sub-sequences, discriminative sequences are processed in an increasing order
of the size.

Table 1. Learning actions library for Quick-Pi trace data.

Learning Action Code Description

READ_TASK RDT The learner reads the task set by the exercise
NAVIGATION NAV The learner navigates through platform exercises
PROGRAMMING PRG The learner is programming, therefore attempting

to solve the exercise
SUBMISSION_FAIL SFL The learner submits a code but the solution is

invalid
SUBMISSION_SUCCESS SSC The learner submits a code and passes
CODE_DEBUG CDG The learner is debugging a code
CODE_TEST CDT The learner experiments with code before

submitting
HOVER_TASK HTK The learner hovers over the task panel

5 Implementation and Data Collection

As an implementation of the proposed approach, a study on real data is con-
ducted addressing the following questions: 1) What are the SRL behaviors that
impact learner performance? 2) Is it meaningful to search for these behaviors at
a holistic platform level or at a more individual level, i.e. learning task or learner
level?

Data are collected from the platform Quick-Pi1, that provides learners with
pedagogical content for learning programming along with a range of activities
related to the Internet of Things for school or home use. The recorded data
consists of timestamped raw traces describing the low-level interactions of the
learner with the platform interface (i.e. clickstream data). The data are first
cleaned: 1) Noisy captures correction, to correct noisy events captured by the
platform, 2) Event overlap correction, to correct the time-stamped sampling
errors, and 3) Learning actions fusion, to merge successive chunks of the same
learning actions into single blocks. Then, raw traces are translated into inter-
pretable learning actions. Events on the use of the platform are aggregated into
interpreted learning actions leading to a learning action library (Table 1).

The participants are a total of N = 506 learners who connected online to
the platform, within a period of 40 d. Data privacy is ensured as the platform

1 https://quick-pi.org/.

https://quick-pi.org/
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does not collect any demographic or personal information about learners. All 8
exercises of the first module of Quick-Pi were attempted by the learners.

The data show that the number of attempters and the number of successful
attempters tend to decrease as the difficulty of the exercise increases.

The dataset has been segmented into two sets, one containing sequential
learning actions leading to a success S+ (sequences ending with SUBMISSION_
SUCCESS), and the other containing sequential learning actions leading to fail-
ure S− (sequences ending with SUBMISSION_FAIL).

At the platform level, all the observed data sequences are split into two groups
(|S+| = 2139 and |S−| = 12927). At the exercise level (24 exercises available),
there are averages of 89.12 positive sequences and 538.62 negative sequences. At
the learner level (506 learners), the average number of positive (resp. negative)
sequences per learner is 4.22 (resp. 25.54). The prefixspan2 algorithm has been
used to mine frequent patterns, as it has the advantage of reducing processing
time and memory compared with other apriori-like algorithms.

Table 2. Statistics on the frequent sequences computed at platform, exercise, and
learner levels using SD, red, ordDep and µ.

Platform Exercise Learner
min max avg std min max avg std min max avg std

SD −0.31 0.006 −0.10 0.09 −0.38 0.008 −0.23 0.03 −0.2 0.05 −0.10 0.03
red −0.10 0.06 −0.0004 0.02 −0.27 0.03 −0.001 0.02 −0.2 0.02 0.0003 0.01
ordDep −0.27 0.02 −0.002 0.009 −0.27 0.02 −0.002 0.02 −0.2 0.002 −0.001 0.01
µ −0.31 0.06 −0.10 0.09 −0.41 −0.01 −0.23 0.03 −0.25 −0.04 −0.16 0.01

6 Results and Discussion

The discriminative sequential patterns mining at the three levels, platform, exer-
cise, and learner, revealed that there are more frequent patterns that are char-
acteristic of failure than of success (negative values of min and avg SD, and
very low values of max SD) (see Table 2). This can be explained by the nature
of the data collected from the Quick-Pi platform, which is accessible online to
a very wide audience and used in contexts that are not only school-based but
also outside the classroom. These data therefore do not necessarily come from
teacher-supervised sessions where self-regulation is supported.

6.1 SRL Behaviors that Impact the Learner Performance

Platform Level. Based on the discriminative power computed using SD, red,
ordDep, sequences having a strictly positive μ value are the two atomic sequences
2 https://pypi.org/project/prefixspan/.

https://pypi.org/project/prefixspan/
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READ_TASK (SD = red = ordDep = μ= 0.69), and CODE_DEBUG (SD
= red = OrdDep = μ= 0.08). This suggests that READ_TASK is the most
prevalent action within the set S+, and thus the most indicative of success across
the platform. This indicates the importance of task analysis (refereed by reading
the task) within the SRL planning phase for learner performance. Although
CODE_DEBUG has low discriminative power compared to READ_TASK,
it appears to be important for success in the programming tasks. Debugging
code allows errors to be identified and helps the code to run well. For learners,
this is very characteristic of reviewing tasks during their SRL engagement with
the programming tasks. This second result shows the importance of reviewing
tasks for learner performance.

Table 3. Discriminative sequential patterns at the exercise level (SD > 0.1).

Exercise
Code

Difficulty Sequential pattern Length SD

MEL Medium PRG → RDT → (PRG → HTK)3→
CDG

9 0.33

Hard (PRG → HTK)3 → CDG 7 0.23

INS Easy RDT → PRG → HTK → CDG 4 0.22
Medium PRG → HTK → CDG → RDT 4 0.40
Hard (PRG → HTK)3 → PRG → RDT →

(PRG → HTK)2→ PRG → CDG
14 0.26

AVT Easy (HTK → PRG)2→ RDT → CDG 6 0.36
Medium (PRG → HTK)3→ PRG → CDG 8 0.44
Hard RDT → PRG → NAV → PRG → HTK

→ PRG → RDT → NAV → PRG →
(RDT
→ PRG → (HTK → PRG)n)m → CDG

9+m
(2 + 2n)

0.16

SRV Easy RDT → PRG → HTK →(PRG →
RDT)2

→ CDG

8 0.47

Medium RDT → (PRG → HTK)2 → CDG 6 0.21
Hard RDT → CDG → RDT 3 0.23

Exercise Level. A total of 45 sequences appear to be representative of success
(μ(s) > 0). Table 3 lists the most discriminative sequences (based on SD > 0.1
although red = ordDep = μ = 0). These most discriminative sequences begin
with the read task action (RDT ), implying for learners a conscientious effort to
ensure alignment with the task instructions, which is consistent with subsequent
success (Table 3). Some sequences begin with the programming action (PRG)
followed by reading (RDT ) or hovering (HTK) the task. These behaviors are
characteristic of task analysis in the SRL planning phase. In addition, these
sequences end with either code debugging (CDB) or occasional reading of the
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task (RDT ). These results indicate that during learners’ SRL engagement phase,
they typically review their code at the end of the task to ensure that it works
correctly. Moreover, many exercises exhibit a learning strategy where learners
iteratively program and check the completion of the task, resulting in sequence
loops (PRG → HTK)k, where k ∈ N

∗ is the loop length. For instance, for
the hard version of the exercise AVT, an extended sequence with a nested loop
was observed s =(RDT → PRG → (HTK → PRG)n)m, where n,m ∈ N

∗. This
suggests that learners consistently apply strategy changes by reviewing their
tasks during their SRL engagement phase, which may lead to prolonged task
completion. Indeed, the length of the pattern in this case indicates a greater
effort in problem-solving due to the difficulty of the exercise. For the exercise
SRV, no loops were found, regardless of the difficulty of its versions, due to the
limited number of learners who successfully completed it.

Table 4. Most discriminative sequential patterns characteristic of success at the learner
level (µ > 0).

Learner Sequential pattern Length SD red ordDep µ

L1 (PRG → HTK)2 → (PRG → HTK)2 →
PRG

9 0.79 0.03 0.005 0.005

L2 (PRG → HTK)2 → PRG → RDT 6 0.85 0.03 0.05 0.05

L3 (HTK → PRG)4 → RDT 9 0.90 0.10 0.005 0.005

L4 RDT → (PRG → HTK)3 8 0.85 0.02 0.003 0.003

L5 RDT → HTK 2 0.55 0.19 0.01 0.01

L6 PRG → CDT 2 0.38 0.04 0.015 0.015

L7 PRG → RDT 2 0.2 0.05 0.05 0.05

L8 CDG → HTK → PRG → RDT 4 0.92 0.12 0.005 0.005

L9 CDG → PRG 2 0.25 0.29 0.05 0.05

L10 CDG → HTK 2 0.43 0.46 0.015 0.015

L11 CDG → PRG → RDT → HTK → PRG 5 0.95 0.01 0.01 0.01

L12 (RDT → PRG)2 → RDT 5 0.68 0.05 0.005 0.005

L13 CDG → (PRG → HTK)2 → (PRG →
RDT)2

→ CDG → CDT → (RDT → PRG)2

17 0.91 0.07 0.07 0.07

Learner Level. A total of 488 sequences based on μ > 0 were found at the
learner level (i.e. 18 learners and one sequence per learner). As shown in Table
4, most of the learner sequences exhibit loops, mainly combining the actions
programming and hovering over the task (i.e. (PRG → HTK)k) with k ∈ N. This
behavior is characteristic of reviewing tasks during the engagement SRL phase.
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Different learners’ patterns were identified. For instance, learner L13 shows a
reviewing task tendency where he/she proceeds through code debugging (CDG),
programming and reading or hovering the task, code testing (CDT), and again
task reading and programming. The appearance of a CDT preceded by (RDT
→ PRG)2 potentially displays a state where learners have tested their program
before submission, and made adjustments before proceeding with a submission.
Learners L1, L2, L4, L8, L11, L12 showed quiet similar behaviors. Moreover, we
observe that some sequential patterns start with code debugging. We can assume
that these patterns occurred when learners had already attempted the tasks and
possibly failed, before reviewing these tasks and changing their strategies to
succeed in their tasks. Few patterns include code testing which is only displayed
at the learner level, showing that most learners do not test their code before
submission, which may explain the imbalance of occurrences of successful vs.
failure sequences, skewed in favor of failure.

6.2 Discriminative Sequential Patterns at the Platform, Task
and Learner Level

The discriminative sequential patterns mining at the different levels, platform,
exercise, and learner shows that the proportion of discriminative sequences based
on μ > 0 tends to increase as we move from a holistic to a more individual level
(i.e. exercise level and learner-level). At the platform level, only two atomic
patterns were identified (reading the task and debugging the code). This high-
lights the importance of these actions for learner’s success at a holistic level. At
the exercise level, very low variability of the discriminative measures values was
observed (red, OrdDep and μ), see Fig. 1. These measures have more variability
at the learner level, as shown in Fig. 2, where one can observe that these mea-
sures discriminate better at the individual level. This leads us to say that more
discriminative behaviors may be observed at a user level than at a platform level.

Fig. 1. Comparing the discriminative degree measures of sequences computed at the
exercise level (SD, red, OrdDep and µ >0). (Color figure online)
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Fig. 2. Comparing the discriminative degree measures of sequences computed at the
learner level (SD, red, ordDep and µ >0). (Color figure online)

7 Conclusion and Implications

In this work, we contribute to research in SRL with a new data mining approach
that provides sequential patterns of SRL behaviors that may explain learning
performance. A first contribution is the formalization of a generic data mining
pipeline that includes appropriate measures for identifying self-regulated learner
behaviors that lead to learning success. These measures allow us to determine
the frequency, discriminative degree, non-redundancy, and order dependency of
sequential learner actions, leading to a more fine-grained analysis of SRL behav-
iors. A second contribution is the implementation of the proposed approach on
real trace data from an online programming platform. The trace data is trans-
lated into learning actions, resulting in two sets of sequence data, on the one
hand, sequences that lead to learning success, and on the other hand, sequences
that lead to learning failure.

Results showed that self-regulated learners who demonstrated high perfor-
mance were those who showed a planning SRL phase before an engagement
phase. During the planning phase, the most successful learners were those who
read their tasks before working on the programming tasks. During the SRL
engagement phase, learners showed the behavior of reviewing tasks. This behav-
ior appears to be essential for the completion of high-difficulty tasks, where
learners constantly make strategy changes and invest more effort in problem-
solving. We mine the data at three different levels, platform, exercise, and learner
resulting with a different discriminative degree expressed by the proposed mea-
sures. This revealed that the more we analyze the patterns at an individual level,
the more we identify the most characteristic behaviors impacting self-regulated
learners’ performance. This work has scholarly and practical implications. It
provides interesting insights into the design of intelligent tutoring systems by
providing behavioral actions to recommend as SRL scaffolds and strengthen
learners’ reflection. This work is not without limitations. Our approach uses
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only the success or failure of an exercise to explain the learning performance.
It would be relevant to consider other modeling methods that estimate learner
skill acquisition. Future work is motivated to design an approach that allows the
exploration of behavioral patterns that contribute to learners’ skill acquisition,
based on a Bayesian Knowledge Tracing (BKT) model [2,5]. Finally, it would be
worth investigating how to provide learners with useful SRL scaffolds based on
this data mining approach.
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Abstract. The prevalent issue of increased student dropouts, shared
by universities worldwide, often culminates in decreased academic per-
formance and prolonged completion times for degree programs. Prompt
detection of those students facing a likely chance of failing a course
could allow universities to intervene with sufficient support and guid-
ance, facilitating an improvement in their performances. Numerous stud-
ies have explored the problem of performance prediction from various
perspectives using different representations, algorithms, and data sets.
The diversity in research strategies, however, complicates comparisons.
In this study, we present a thorough evaluation of various predictive
algorithms, representations, and predictive targets for the task of pre-
dicting student performance across 77 different courses in three distinct
programs at the Universidad de los Andes: Systems and Computer Engi-
neering, Industrial Engineering, and Economics. The results show that
representing data in windows of time spanning 3 previous semesters, in
conjunction with the LSTM-based algorithm for binary classification,
yields the best results, achieving a precision of 0.838.

Keywords: Academic performance · Machine learning models · Grade
prediction

1 Introduction

The present-day challenges in higher education, such as academic performance
and student success-defined as students completing their programs, are signifi-
cant [9]. A preliminary data analysis of some undergraduate programs at Uni-
versidad de los Andes in Colombia revealed a rising trend in program durations
by almost 34% for the ISIS and IIND programs and 22.5% for the ECOM pro-
gram. Concurrently, there was an almost 18% decline in academic performance
as assessed by Grade Point Average (GPA). These trends present a challenge for
universities, necessitating the creation of more efficient mechanisms and systems
for detecting academic risk, and the development of intervention programs that
provide support for students identified as at risk. This study proposes to examine
various machine learning models to predict a student’s performance in a specific
course and determine the likelihood of the student passing or failing. With these
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predictions, the university can intervene early, providing students with support,
advice, suggestions, and other aids to boost their academic performance and
mitigate student attrition [10,13].

This study, therefore, presents a process of constructing a machine learning
supported system that predicts performance in a specific course. A literature
review revealed a multitude of strategies and approaches for this task. However,
the vast number of possibilities and the absence of comparative work on a data
corpus at a university scale make the selection process challenging. Therefore,
this study endeavors to fill this void by presenting a comparative analysis of
different representations, machine learning algorithms, performance prediction
targets, and hyperparameter selection processes on a corpus of more than 77
courses across three different university programs. The findings derived from
such a broad corpus can guide future research.

To achieve this, our methodology includes the following macro-phases:

i. Compare different machine learning algorithms with different combinations
of hyperparameters.

ii. In each algorithm-hyperparameter configuration, evaluate them using differ-
ent feature representations.

iii. Repeat the process for each course in the curriculum of each of the study
programs: Computing Engineering (ISIS), Industrial Engineering (IIND),
and Economics (ECOM) at the Universidad de los Andes.

iv. Identify the model(s) configuration(s) that, in most cases during the iterative
process, allows for the best performance in predicting if a student is at risk
of failing a course.

In the rest of this paper, we introduce our methodology in Sect. 3. The results
are presented in Sect. 4, with conclusions drawn from both the process and the
results in Sect. 5.

2 Related Work

Student performance prediction has been addressed using various approaches,
with machine learning models being the most common in the literature. The
effectiveness of these models hinges on the relevant features they are trained
on, such as numerical/alphabetical grades and demographic information, among
others [13]. Grades emerge as the most frequently used feature in the literature
due to the nature of the problem [2,13]. Other explored features include grades
aggregated as the Grade Point Average (GPA) [3], pre-university grades [5],
and demographic characteristics like gender, age, socio-economic stratum, place
of residence, among others [15]. Despite efforts to incorporate new features to
enhance their performance, most studies lack a consensus regarding the benefits
of such inclusions.

The definition of the task can also play a crucial role in the outcomes of
the models. For instance, if the objective is to predict the student’s grade, it
may involve a regression problem [11]. However, it is different if the task is a
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classification problem, where we might encounter binary outcomes (pass or fail
a course) [6], or when the goal is to predict whether a grade falls within one or
more grade ranges [8]

For binary classification problems, logistic regression (LR) algorithms demon-
strate good performance [17]. Decision trees (DT) are also effective, especially
when there is enough historical student data for training [8]. Neural networks
(NN) also yield promising results compared to algorithms such as Support Vec-
tor Classifier (SVC) or Random Forest (RF) [14]. If there is written feedback
available, such as teacher reviews or exam responses, Naive Bayes models show
good classification results due to their effectiveness in text analysis [16].

Neural networks have also been utilized for solving academic performance
prediction problems. However, despite their often noted efficiency in various
tasks, it’s not guaranteed that they will consistently outperform traditional mod-
els. Therefore, it’s crucial to exercise critical judgment when selecting the most
suitable model for a given problem. For instance, LSTMs tend to perform bet-
ter when the feature set is not extensive, and there is a sufficient number of
timesteps in the series [12]. Conversely, if the number of features is substantial
and the timesteps are limited, they may exhibit subpar performance, and supe-
rior results might be achieved with ensembled models or Gated Recurrent Units
(GRU) [1]. In this study, we will evaluate which machine learning model per-
forms best based on the relevant features extracted from the data in our study.
We will assess the most frequent models in the literature to solve the student
performance prediction problem. Additionally, we will analyze their performance
in different tasks: grade prediction [Sect. 3.5], binary classification [Sect. 3.5] and
multinomial classification [Sect. 3.5]. We will vary the representation Sect. 3.3 of
the training data for the models and the historical data from different academic
programs at the Universidad de los Andes.

3 Research Methodology

3.1 Dataset

The research dataset comprises the academic histories of 5,387 students enrolled
in the Universidad de los Andes between 2001 and 2019. This spans three aca-
demic programs: Computing Engineering (ISIS), Industrial Engineering (IIND),
and Economics (ECOM), with student numbers at 533, 3,156, and 1,698 respec-
tively. Key features for model training, such as anonymized student IDs, aca-
demic semester, course ID, semester during which the course was taken, academic
credits of the course, and obtained grades, were extracted.

3.2 Preprocessing

Data from 2001 to 2003 was not included in the analysis due to differing cur-
riculum structures in comparison to the rest of the dates covered by the study.
Post-anonymization, the data underwent a feature extraction process targeting
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crucial characteristics discovered in the previous stage. Moreover, this excluded
first-semester courses from the target course set due to an insufficient basis for
performance prediction. Nevertheless, such courses were included if they were
prerequisites for other courses.

Curriculum-specific courses are the focus of this study, hence professional
electives, free-choice courses, basic cycle courses specific to Universidad de los
Andes, and other professional electives were dismissed. The analysis covered 29
courses for ISIS, 24 for IIND, and 24 for ECON. Finally, a curriculum represen-
tation (depicted in Fig. 1) based on department recommendations was devised
for each program, serving as input for creating different features representations
(Sect. 3.3).

Fig. 1. Courses prerequisites graphs

The data analysis from the 77 courses studied reveals a significant imbalance
in class distribution. On average, there exists six times more records of positive
class 1 (students passing the course) compared to the negative class 0 (students
failing the course). This might be attributable to the Universidad of los Andes’
policy that allows students to withdraw from courses until a certain period in the
semester. The majority of students tend to opt for this alternative over failing the
course. This dataset solely considers final course grades and disregards the char-
acteristics of courses from which students withdrew, leading to significantly fewer
instances of failure. Synthetic Minority Over-sampling Technique (SMOTE) was
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employed to rectify the issue of class imbalance. Past research indicates that
SMOTE significantly improves classification tasks in machine learning models
[7].

3.3 Representations

A representation consists of the data extracted for model training. In other
words, for a target course CT , a different subset of data DCT is created for
each of the representations. This DCT will be the data used as input to train
the various machine learning models. These representations are crafted to ana-
lyze which relationships are more relevant for determining a student’s academic
performance in the course CT with greater precision, as each representation cap-
tures different information about the students. Some representations are direct
(Fig. 2a), others are sequential over time (Fig. 2b), and other capture prerequi-
site relationships (Fig. 2c). The methodology involved the development of various
representations. Firstly, two direct representations were established: a weighted
average of course grades up to the first semester (R6), and course grades from
the previous semester (R5). Sequential representations were also employed, which
involved historical student grades up to the first semester (R4), student grades
from the prior semester (R3), and grades from preceding semesters within spe-
cific time windows (R7). Additionally, prerequisite-based representations were
constructed which included the grades for prerequisite courses (R1), and the
sequence of prerequisite course grades leading up to the first semester (R2).

Fig. 2. Feature representations

3.4 Models

Predicting a student’s performance poses a significant challenge due to inherent
data dispersion and relevant characteristics [5]. Moreover, each machine learning
model’s performance is contingent on the dataset utilized for training since no
universally optimal model exists for predicting performance [14]. Consequently,
we will train various models to compare and identify the most suitable one for
our data, particularly concerning the relevant features extracted from it. The lit-
erature review revealed that the commonly used models for this problem include:
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Logistic Regression (LR), Support Vector Machine (SVM), Multilayer Percep-
tron (MLP), Random Forest (RF), Gradient Boosting (GBoosting), XGBoost
(XGB), and Long Short-Term Memory (LSTM).

3.5 Prediction Objectives

Prediction Grade Problem. The initial stage involved training six different
models; Linear Regression (LR), Support Vector Machine (SVM), Multilayer
Perceptron (MLP), Random Forest (RF), Gradient Boosting (GBoosting), and
Extreme Gradient Boosting (XGBoost), on six preliminary course representa-
tions. This was done for 29 Computer Engineering, 24 Industrial Engineering,
and 24 Economics targeted courses. The models underwent an 80% training,
20% validation split, which was consistent with the subsequent stages. Evalua-
tion was carried out utilizing two metrics: R2-score and Mean Absolute Error
(MAE). The results were computed as an average across all the courses examined
for each metric and the findings have been documented in Table 1.

Table 1. R2-score and MAE for model.

Representation LR SVM MLP RF Gboosting XGBoost

R2 MAE R2 MAE R2 MAE R2 MAE R2 MAE R2 MAE

R1 0.43 0.49 0.35 0.38 0.29 0.43 0.23 0.33 0.26 0.38 0.25 0.31

R2 0.39 0.41 0.32 0.37 0.37 0.41 0.25 0.37 0.24 0.38 0.21 0.34

R3 0.41 0.46 0.37 0.43 0.26 0.37 0.27 0.36 0.23 0.33 0.25 0.39

R4 0.39 0.43 0.37 0.46 0.29 0.34 0.34 0.41 0.31 0.37 0.21 0.31

R5 0.43 0.59 0.39 0.52 0.35 0.46 0.31 0.35 0.29 0.34 0.24 0.32

R6 0.37 0.51 0.33 0.38 0.32 0.44 0.26 0.35 0.24 0.33 0.26 0.36

The efficacy of predictive models can be evaluated through the R2-score and
MAE metrics, ranging from 0 to 1, where lower values denote higher effectiveness.
Tree-based ensemble methods have exhibited superior prediction performance,
offering more accurate results in comparison to other models [3]. Hence, for
future iterations, models such as RF, GBoosting, and XGBoost are preferred
over the others.

Binary Classification Problem. The obtained prediction metrics revealed a
degree of inaccuracy, with the error rate proving significant in some instances
based on the relationship between the target course CT and the remaining
courses in each curriculum. To address this, the problem was converted into
a binary classification task where ’1’ signifies course pass, and ’0’ indicates oth-
erwise. Established models such as Random Forest (RF), Gradient Boosting
(GBoosting), and XGBoost (XGB) were then adjusted to their corresponding
classification models.
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We also introduce the use of the Long Short-Term Memory (LSTM) model,
previously demonstrated to produce desirable results for academic performance
prediction tasks [12]. Although this model is computationally expensive, it is
deemed beneficial for a problem that is not overly extensive and does not demand
substantial resources. To employ this model, a time window representation was
required as the current representations are incompatible with this model. Con-
sequently, a new representation was established (R7), based on the T previous
semesters before the target course. Therefore, if the chosen window T equals 5,
data from the five semesters preceding the target course would be collected and
used to train this model.

Table 2. Number of courses with best Macro F1-Score per time window

Time window

T 1 2 3 4 5 6 7 8 9 10

3 12 37 16 4 1 3 1 – –

Past studies have shown that the time window used can impact the classifica-
tion results as it determines the more relevant data and features over time needed
to predict a student’s performance [6]. It was therefore necessary to determine
the optimal time window for our data. An experiment was conducted on the 77
courses of the analysis belonging to the three academic programs to identify the
best-performing time window within a range from T = 1 to T = 10. Notably,
the average duration for completing a degree among the students in the analy-
sis was 11 semesters. The results in Table 2 demonstrate that the optimal value
for T is 3, meaning taking the data from the 3 semesters preceding the target
subject CT that we want to predict. Additionally, some isolated cases of higher
time windows, such as 7 and 8, are shown, which may also depend on the course
being tested and the execution process itself. With this clarity, the LSTM with
a window of T = 3 will be used along with the previously identified models RF,
GBoosting, and XGBoost in the following experiments.

Multinomial Classification Problem. The previous binary model was effi-
cient in predicting if a student would pass a particular course. However, the aim
is to develop an early warning system for vulnerable students, thereby offering
guidance and intervention strategies. Hence, it’s crucial to not only identify if
a student is at risk, but also to segregate them into finer categories. This app-
roach allows students to comprehend the potential scope of their performance,
assisting them in making decisions about undertaking the intended course.

To structure this problem is divided into five distinct classes that represent
the range of possible grades for the target course. These ranges are as follows:
1 = [0,1), 2 = [1,2), 3 = [2,3), 4 = [3,4), and 5 = [4,5].
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4 Results

The research examines the performance of models across various academic pro-
gram courses by tailoring training conditions for each, owing to their unique
interrelations with other subjects in the curriculum. Factors such as prerequisite
relationships or GPA distinctively impact each subject. Each course, CT , from
the 77-course pool, C, has been individually represented in seven different fea-
ture representations, serving as unique training data for the model set, M . These
model-representations combinations, RM , iterate over all combinations of the
hyperparameters set, H. This means that each model is trained using different
representations and various hyperparameter combinations for each course. This
approach leads to a multitude of results, denoted as CT × R × M × (H × H).

Binary Classification Problem. When executing the process outlined in the
Sect. 3, for each representation-model pair RM , we identify the best set of hyper-
parameters that optimizes the model for that specific representation. Subse-
quently, the results are grouped to evaluate and compare which representation
and model combination consistently yields the best metrics across most courses.
It is important to note that the set of hyperparameters may vary for each ele-
ment, depending on the course, representation, and model. A count is performed
over all 77 executions of the courses in each program. The results are presented
in Tables 3, 4 and 5. Note that in these tables the number of courses with best
performance in terms of macro F1-score for a model-representation combination
is shown.

Table 3. Computing Engineering

Model RF Gboosting XGBoost LSTM

R1 1 – – –

R2 – 4 4 –

R3 2 – – –

R4 – 2 3 –

R5 – – – –

R6 – 1 – –

R7 – – – 12

Table 4. Industrial Engineering

Model RF Gboosting XGBoost LSTM

R1 – 2 – –

R2 - 2 4 –

R3 1 – – –

R4 – 1 3 –

R5 – – – –

R6 – – 2 –

R7 – – – 9

Table 5. Economy

Model RF Gboosting XGBoost LSTM

R1 – 1 2 –

R2 – 3 3 –

R3 1 – – –

R4 – 2 3 –

R5 – – – –

R6 1 1 – –

R7 – – – 7
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The findings reveal that representation 7, in combination with the LSTM
model in a time window of T = 3, is the most consistently successful model
across the three academic programmes investigated. This model outperformed
others in the binary classification task for 28 courses, accounting for slightly over
a third of the total courses analyzed. Subsequent analyses focused on identifying
the hyperparameter combination which delivered the optimal results. Consid-
ered metrics included precision, recall, Micro F1-Score and Macro F1-score. The
most effective performance was noted with a total of 150 units, a batch size
of 32, 20 epochs, and the use of a relu activation function. This combination of
hyperparameters was identified via a grid search. The study notes that the inclu-
sion of additional parameters in the grid search (dropout, learning rate, layers,
etc.) may deliver marginally improved model performance. However, this would
greatly enhance the computational cost given the process is executed separately
for each model, representation, and course assessed in the analysis.

The results obtained from applying the LSTM on all courses per program in
a training and test partition of 70:30 are presented in Table 6.

Table 6. LSTM with R7 average results per program

ISIS

Metric Value

Precision 0.8386

Recall 0.7872

Micro F1-score 0.7987

Macro F1-score 0.8498

IIND

Metric Value

Precision 0.7673

Recall 0.7906

Micro F1-score 0.7702

Macro F1-score 0.8412

ECON

Metric Value

Precision 0.8369

Recall 0.7687

Micro F1-score 0.7923

Macro F1-score 0.8350

Multinomial Classification Problem. For this problem, we build upon the
previously obtained results where the LSTM model shows better performance
in a significant number of courses for each academic program. We assume that
although the behavior may vary, it will maintain similar results. We run the
process again for all courses in each program, but this time treating it as a
multinomial problem, where the labels are each of the specified ranges and using
LSTM model with R7. The results are presented in Table 7 as the average of the
outcomes for the courses in each program across the different ranges. Divided in
this way: 1 = [0,1), 2 = [1,2), 3 = [2,3), 4 = [3,4), 5 = [4,5].
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Table 7. Multinomial Classification Results

ISIS IIND

Range Precision Recall Micro F1 Macro F1 Range Precision Recall Micro F1 Macro F1

1 0.4714 0.3232 0.4012 0.5007 1 0.5017 0.3055 0.3824 0.5162

2 0.5060 0.3444 0.4128 0.5167 2 0.5214 0.3944 0.4501 0.5574

3 0.5796 0.3777 0.4033 0.5791 3 0.5560 0.3942 0.4628 0.5667

4 0.7421 0.7571 0.7495 0.7406 4 0.7083 0.3777 0.4657 0.5945

5 0.7703 0.7392 0.7545 0.7504 5 0.7586 0.6470 0.6984 0.7862

ECON

Range Precision Recall Micro F1 Macro F1

1 0.4468 0.6176 0.5185 0.6126

2 0.4583 0.6470 0.5365 0.6243

3 0.4634 0.5588 0.5066 0.6202

4 0.6721 0.7321 0.7008 0.6702

5 0.7431 0.7814 0.7570 0.7435

5 Conclusions

The generation of various representations aids in evaluating which data is deemed
more relevant for the prediction task. The results indicate that employing a rep-
resentation based on time windows (R7) better captures a student’s academic
behavior, even when compared to prerequisite relationships or cumulative GPA.
Furthermore, by generating representations, we develop small datasets for each
student’s course, assisting machine learning models in identifying similar pat-
terns in academic history and effectively grouping students with comparable
outcomes. This approach has shown to enhance the performance of tree-based
ensemble models [4], which predominantly yielded the best results in the initial
phase.

The models for the binary classification problem (i.e., pass or fail) demon-
strate strong performance, achieving over 90% accuracy in certain specific
courses, particularly those that are highly interconnected with others and are
pivotal to the academic curriculum. However, the reported data does not con-
sistently exceed 90% precision because some courses are isolated cases (without
prerequisites or early semesters) where neither the representation nor the model
captures the relevant characteristics for accurate prediction, leading to a decrease
in overall performance.

The Systems Engineering and Computer Science program shows better
results based on the metrics in the LSTM model tested with a window frame
equal to 3 semesters, which could be attributed to the need for recent concepts or
courses to determine success in a subject. In contrast, disciplines like economics,
with their curricular structure, may require concepts beyond the time window.
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Although they do not show poor performance, it tends to be lower than that of
engineering programs.

Multinomial classification offers an advantage in the generation of early warn-
ings by providing a clearer overview, as it classifies the student’s performance
in a more specific range, and is not only limited to determining only pass or
fail results, not only limited to determining pass or fail outcomes alone. This
significantly impacts the advice that can be offered and the subsequent steps a
counselor may take. Knowing that a student will pass a course differs from classi-
fying them into a lower risk category (for example, range 4=[3,4), which includes
the passing grade limit of 3). In the latter scenario, specific recommendations
for reinforcing topics or considering alternatives can be provided. Although the
model’s performance is lower in the multinomial case compared to the binary
case, it still produces good results, which is expected given the complexity of the
task.

The obtained results are promising both in the binary and multiclass prob-
lems. These results are tailored to our current data and can be replicated for
other programs at the Universidad de los Andes. However, it is recognized that
exploring numerous options such as new representations, models, architectures,
or incorporating additional data could further enhance results. Nonetheless, con-
sidering the scale of the problem, These findings significantly contribute to early
at-risk student detection, enabling timely interventions to reduce dropout rates
and extend academic timelines.
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Abstract. Various algorithms are utilized for the purpose of classifica-
tion, with Decision Trees being one of the most popular. This is due to
their easily understandable structure and simple way of operation, which
led to their adoption in a variety of applications. However, the usage
of Decision Trees often becomes challenging due to the fact that users
need to be familiar with Machine Learning, have programming skills or
knowledge of specialized scientific software. The present paper aims to
address these issues by presenting AutoDTrees, a web-based application
that offers the ability to utilize the Decision Trees in a simple and fast
way. This can be done through a user-friendly interface, while an open-
source Web API is provided for developers. AutoDTrees allows any user
to select the preferred dataset and define parameters, in order to build
Decision Tree models. Then, the model effectiveness can be evaluated by
using the k-fold cross-validation and presenting detailed metrics. Users
are then able to save the pre-trained model and reuse it for predicting
unclassified instances or visualizing the Decision Tree. AutoDTrees was
evaluated in terms of user experience using the System Usability Scale
(SUS), with the results indicating that it can be a useful tool for a wide
range of users, regardless of their experience level.

Keywords: Decision trees · Classification · AutoML · Web
application · Web service

1 Introduction

The concept of classification in Data Mining and Machine Learning refers to the
process of classifying each element of a dataset into predefined groups, based
on their characteristics [1]. Data classification is a supervised learning method.
This type of methods requires a model to be constructed using training datasets
that contain labeled data. The model can then be used in order to classify new
instances [5].

Classification is a field with significant scientific interest that applies in var-
ious domains. Examples include medicine, for more effective disease diagnosis,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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commerce, for optimizing the promotion of products and services [1], economics,
for loan approval, bankruptcy prediction and fraud detection, as well as in busi-
ness, facilitating decision-making processes [9].

Decision Trees are primarily used for data classification and can be consid-
ered as one of the most popular algorithms in that field. This is due to their
tree-like structure which is easily understandable, even for individuals with less
experience in Machine Learning and Data Mining. Additionally, the algorithm
is characterized by its simple way of operation as well as high performance in
model building [9].

The use of Decision Trees often becomes challenging. The main obstacle is
that users need to be familiar with Machine Learning and specialized software.
Also, programming skills are required. Additionally, it is important to note that
the available software and programming tools often have certain limitations, such
as the requirement to purchase a subscription and the need to download and
install software packages. Therefore, the utilization of the algorithm can become
more complex for a user and resource-intensive for their personal computer.

The aforementioned issues constituted the motivation for the present work.
The contribution of the present paper is the development of AutoDTrees, an
Automated Machine Learning (AutoML) [8] driven application that enables a
wide range of users such as students, developers, researchers and data scientists,
to perform Decision Tree classification in a simple and fast way. AutoDTrees is a
free and open-source web-based application that offers a variety of features. More
specifically, it allows users to select the preferred training datasets and determine
the various parameters in order to build Decision Tree models. Additionally, the
k-fold cross-validation method is utilized to evaluate the model’s effectiveness,
providing a comprehensive report consisting of various metrics. Based on the
results, the user subsequently has the option to save the pretrained model for
future handling, such as predicting new instances, as well as visualizing the
decision tree. The set of application features is provided through an open-source
Web API, while a user-friendly interface has been developed, eliminating the
need for programming tools utilization.

The rest of the paper is organized as follows: Sect. 2 briefly reviews the well
known Decision Tree algorithms. In Sect. 3, we present the AutoDTrees appli-
cation, describing its architecture and features and presenting the web interface
and the web service. Section 4 details the outcomes obtained from the System
Usability Scale (SUS) questionnaire. Finally, Sect. 5 concludes the paper and
presents ideas for future work.

2 Decision Tree Classification

Decision trees operate by recursively partitioning the data into subsets based
on the most significant attributes, ultimately forming a tree-like data structure
where each internal node represents an attribute, each branch denotes a decision
rule, and each leaf node corresponds to a class label. Therefore, decision trees
partition the attribute space into regions and assign a class label to each region. It
is worth mentioning that decision trees are intuitive to interpret and implement.
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Building an optimal decision tree involves selecting the best attribute at each
node to split the data. Several algorithms have been developed for constructing
decision trees. The most well known are:

– ID3 [12] is one of the earliest algorithms for decision tree construction devel-
oped by Ross Quinlan. It uses information gain as the criterion for selecting
attributes and operates in a top-down manner. ID3 is effective for categorical
data but struggles with continuous attributes.

– C4.5 [13] is an extension of ID3 which can handle both continuous and cat-
egorical attributes. Instead of information gain, C4.5 uses gain ratio, which
normalizes the information gain by the split information to avoid bias towards
attributes with many values.

– CART [3] is also a popular decision tree algorithm. It can handle both clas-
sification and regression tasks. CART constructs binary trees by recursively
partitioning the data into two subsets based on the value of a chosen attribute.
The splitting criterion in CART is typically based on either Gini impurity for
classification or mean squared error reduction for regression.

– Random Forest [2] is an ensemble learning method based on decision trees. It
builds multiple decision trees during training and combines their predictions
through voting.

– Gradient Boosting Machines (GBM) [6] is also an ensemble approcah. It
builds decision trees sequentially, with each tree correcting the errors of the
previous one. It minimizes a loss function using gradient descent during tree
construction.

It is wothh mentioning that AutoDTrees utilizes CART algorithm provided
by the Python Scikit-learn library.

3 The AutoDTrees Application

3.1 Description

The AutoDTrees application provides an integrated environment that enables
users to perform Decision Tree classification. More specifically, as presented
in Fig. 1, AutoDTrees allows registered users to upload the preferred training
datasets in csv format and select the fields to be used as features, as well as the
field to be used as the class attribute for classification. Additionally, users will
be able to define the parameters “max_depth” (the maximum depth of the tree)
and “min_samples_leaf” (the minimum number of samples per leaf node) of the
classifier, as well as the parameter “k” of the k-fold cross-validation method. Sub-
sequently, the Decision Tree algorithm and the k-fold cross-validation method
will be executed in order to successfully build and evaluate the model, providing
the results of the metrics. AutoDTrees uses the Decision Tree implementation
provided by the Python Scikit-learn library [11]. It is worth noting that the
aforementioned implementation is based on the CART algorithm; however, it
does not support categorical features.
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The application also supports model saving for future use, either for predict-
ing new instances or for visualizing the Decision Tree. In the first case, the user
must select the preferred model and upload a dataset containing new instances
for classification. After performing classification, the results are displayed and
can also be exported to a csv file. Furthermore, users are provided with the
option to view metrics for evaluating result quality, which is available only if the
selected dataset already includes the class field. In the second case, an option to
view the Decision Tree visualization is provided, as well as exporting it to a png
file.

Fig. 1. The application flowchart.

The application’s aforementioned features are conveniently accessible via a
user-friendly interface as well as an open-source Web API. Specifically regarding
the Web API, it facilitates the application’s use by the developers, enabling either
its expansion or the development of new applications, by leveraging part of the
capabilities of the current implementation. For instance, an external application
may use a pre-trained model hosted in AutoDTrees to carry out a classification
task. It can be done through a request to the appropriate end-point of the API.

Following the architecture of WebApriori [10] for association rule mining and
kClusterHub [7] for partition-based clustering, AutoDTrees consists of five main
components, as shown in Fig. 2. Concerning the REST API, it is developed
using PHP and handles the execution of most functions. It collaborates with
other application components as needed. The MySQL Database primarily sup-
ports functions such as registration, authentication, and user management, with
occasional use for tasks involving the storage and retrieval of pretrained mod-
els. Additionally, the Web API interacts with the server’s file system to store
user files, including datasets and pretrained models. Moreover, the Decision Tree
algorithm and various Machine Learning tasks are executed by invoking Python
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modules and utilizing the capabilities of the Scikit-learn library. Lastly, the inter-
face provides users access to application features through a user-friendly environ-
ment. The interface was designed and developed using the Bootstrap framework
and JavaScript with the jQuery library. Additionally, AJAX is used for executing
the API calls.

Fig. 2. The architecture of AutoDTrees.

It is noteworthy that AutoDTrees has been deployed on a web server at
the Department of Information and Electronic Engineering of the International
Hellenic University1. Additionally, since the application was developed using Git,
its source code is easily accessible via GitHub2, enabling users to deploy it on
their own servers.

Utilizing the application, users will notice that there are two types of datasets,
private and public. Private datasets are only available to the user who uploaded
them. Conversely, public datasets become accessible to all registered users. This
feature aims to assist users in constructing effective Decision Tree models and
facilitates scenarios such as dataset sharing between professors and students for
laboratory exercises. For security reasons, the permission to upload and delete
public datasets is restricted to users who have been authorized by the system
administrator. Therefore, depending on their permission level, users fall into four
categories:

– Administrator: Grants users the permission to upload and delete public
datasets.

– Public dataset creators: Registered users authorized by the administrator
to upload and delete public datasets.

– Typical users: Registered users that are able to utilize the existing public or
private datasets for model building. However, they cannot upload new public
datasets or delete the existing ones.

– Non-registered users: They are not able to fully utilize the application’s
features.

1 https://kclusterhub.iee.ihu.gr/autodtrees.
2 https://github.com/manthoszog/AutoDTrees.

https://kclusterhub.iee.ihu.gr/autodtrees
https://github.com/manthoszog/AutoDTrees
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3.2 The Web Interface

Firstly, users are required to register and confirm their email address before
accessing AutoDTrees via the web interface. After successfully completing this
step, they will be able to log in and fully utilize the application. The main
features are divided into two pages, one for model building and another for
utilizing pretrained models. Concerning the first page, users are initially able
to upload their preferred training datasets in csv format or select an existing
one from the list (Fig. 3a). After selecting a file, a preview is shown in a tabular
format (Fig. 3b), enabling the user to either download or delete the file. In the
case of uploading or deleting a public dataset, the system first checks if the user
has the necessary permissions.

As depicted in Fig. 4a, a supplementary section appears at the bottom of
the page. This section is dedicated to defining the parameters for building a
Decision Tree model. Initially, users can select the dataset fields they intend to
utilize as features3, along with specifying the class field. Following this, users are
prompted to set the parameters for the classifier and the k-fold cross-validation
method. They have the option to input preferred values or utilize the default
settings. To enhance comprehension and user guidance, tooltips are provided,
offering relevant information throughout the process.

Upon clicking the “Build Model” button, AutoDTrees executes the model
building and evaluation process, presenting the results of the metrics, as depicted
in Fig. 4b. Subsequently, users have the option to save the model to their account
for potential future use. To do so, they need to insert a name and click the “Save
Model” button.

Upon entering the second page, a list containing all the pretrained models
created by the user is displayed. After selecting a model, its content is shown,
including the features and the class field which were used for constructing it.
Additionally three buttons are displayed. The first button allows downloading
the model in pkl format, while the second enables deletion of the model. The
last one is utilized for visualizing the Decision Tree, allowing the user to either
display the graph or export it in png format (Fig. 6).

Consequently, a supplementary section appears at the bottom of this page. In
this section users are prompted to upload a dataset containing new instances for
classification. After selecting a file, a preview is shown in a tabular format. After
clicking the “Classify Data” button, the application performs data classification.
It then presents a preview of the results and provides the option to export
the entire classified dataset in csv format (Fig. 5a). Moreover, users have access
to metrics for assessing result quality, which are only available if the selected
dataset already contains the class attribute (Fig. 5b). If the previously mentioned
condition is not met, then this specific button will remain disabled.

3 As already mentioned, categorical features are not available due to the Scikit-learn
implementation.
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Fig. 3. Using training datasets

Fig. 4. Model building

3.3 The Web Service

Firstly, users are required to register and confirm their email address before
accessing the AutoDTrees web service. After successfully completing this step,
they will be able to get an API token and utilize the various features. The
web service has been structured as a REST API. In order to perform a specific
function, a user or application must initiate a call to the corresponding endpoint
accompanied by the personal API token, while the results are returned in JSON
format.
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Fig. 5. Classification results

As presented in Table 1, the AutoDTrees Web API consists of 19 endpoints,
each serving various features. These features include user account operations
such as registration, logging in, editing user settings and account deletion, as
well as training/classification dataset manipulation functionalities like upload,
deletion and retrieval. Additionally, there are specific endpoints dedicated to
pretrained model operations, such as deletion and content retrieval. Further-
more, four endpoints enable programmers to perform key Decision Tree tasks,
including model building and evaluation, model saving, data classification and
tree visualization.

It is worth noting that the web interface features the “API Docs” webpage
providing instructions for utilizing the AutoDTrees API endpoints. More specif-
ically, this page showcases examples of requests along with their corresponding
responses. An example of building and evaluating a model by calling the corre-
sponding endpoint is presented below:

Request Body Example:
{"token": "cf9ed2a453796dcdd42ea95b24e55985",
"folder": "public", "file": "iris.csv",
"checkVal": ["sepal.length","sepal.width","petal.length","petal.width"],
"selected": "variety", "max_depth": 10, "min_samples_leafInt": 1,
"kFoldsInt": 5}
Response Example:
{"labels": ["Setosa", "Versicolor", "Virginica"],
"pre_per_label": [1.0, 0.93, 0.93], "rec_per_label": [1.0, 0.9, 0.93],
"fsc_per_label": [1.0, 0.9, 0.93], "avg_pre": 0.95, "avg_rec": 0.94,
"avg_fsc": 0.94, "avg_acc": 0.95}
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Fig. 6. Tree visualization.

Also, an example of saving a model by calling the corresponding endpoint is
presented below:

Request Body Example:
{"token": "cf9ed2a453796dcdd42ea95b24e55985",
"folder": "public", "file": "iris.csv",
"checkVal":["sepal.length","sepal.width","petal.length","petal.width"],
"selected": "variety", "max_depth": 10, "min_samples_leafInt": 1,
"model_name": "my_model"}
Response Example:
{"message": "Model successfully saved."}
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Table 1. AutoDTrees Web API endpoints

No. HTTP Method Endpoint

1 POST register.php
2 POST login.php
3 POST edit-account.php
4 DELETE delete-account.php
5 GET get_datasets.php
6 POST upload_dataset.php
7 GET get_dataset_content.php
8 DELETE delete_dataset.php
9 GET get_unclassified_datasets.php
10 POST upload_unclassified_dataset.php
11 GET get_unclassified_dataset_content.php
12 DELETE delete_unclassified_dataset.php
13 GET get_models.php
14 GET get_model_content.php
15 DELETE delete_model.php
16 GET visualize_tree.php
17 POST cross_validation.php
18 POST save_model.php
19 POST classifyData.php

4 Usability Testing

Within this Section, we will present and analyze the results stemming from the
assessment of the application, particularly focusing on user experience. To facili-
tate this process, a questionnaire was distributed among users of the AutoDTrees
application. The participants predominantly consist of undergraduate students
attending a Data Mining course at the Department of Information and Electronic
Engineering.

The questionnaire is based on the System Usability Scale (SUS), a method
designed for easy and quick evaluation of system usability. It comprises ten
questions, each offering five response options ranging from “Strongly Disagree”
to “Strongly Agree”, or correspondingly, the numerical scale of 1 to 5. Specifically,
the ten questions encompassed in the SUS questionnaire are as follows [4]:

1. I think that I would like to use this website frequently.
2. I found the website unnecessarily complex.
3. I thought the website was easy to use.
4. I think that I would need the support of a technical person to be able to use

this website.
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5. I found the various functions in this website were well integrated.
6. I thought there was too much inconsistency in this website.
7. I would imagine that most people would learn to use this website very quickly.
8. I found the website very cumbersome to use.
9. I felt very confident using the website.

10. I needed to learn a lot of things before I could get going with this website.

To calculate the final score derived from the System Usability Scale ques-
tionnaire, the following steps are followed: Initially, responses are mapped onto
a 1 – 5 scale (1 indicating “Strongly Disagre”, 5 indicating “Strongly Agree”).
Next, for odd-numbered questions (1, 3, 5, 7, 9), 1 is subtracted from the user’s
response, while for even-numbered questions (2, 4, 6, 8, 10), the user’s response
is subtracted from 5. The resulting values are then summed and multiplied by
2.5 to determine the user’s score on a 0 – 100 scale [4]. The final score is cal-
culated as the average of individual scores. A SUS final score above 80/100 is
commonly viewed as excellent.

In the context of the AutoDTrees usability testing, a total of 30 participants
provided responses. The SUS score of 81.5 indicates that users are highly sat-
isfied with the experience of utilizing the AutoDTrees application. The detailed
findings are presented in Table 2. Only three users (users 10, 11, and 25) appear
to be less satisfied.

Table 2. The SUS score of AutoDTrees.

User Score
1 100
2 97.5
3 85
4 77.5
5 75
6 100
7 100
8 72.5
9 100
10 52.5
11 50
12 60
13 67.5
14 100
15 85

Final Score:

User Score
16 85
17 85
18 92.5
19 87.5
20 90
21 62.5
22 77.5
23 90
24 80
25 47.5
26 80
27 75
28 87.5
29 87.5
30 95

81.5
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5 Conclusions and Future Work

Decision Trees are widely recognized for their effectiveness in data classification,
yet their usage is often challenging due to specialized knowledge requirements. To
overcome these obstacles, we presented AutoDTrees, a user-friendly web appli-
cation that simplifies the utilization of Decision Trees by offering a variety of
features. These include model building and evaluation, as well as saving the
model and utilizing it in tasks such as data classification and decision tree visu-
alization. The application features are accessible either via an open-source Web
API or a user-friendly interface, eliminating the necessity of using programming
tools. In conclusion, the application’s positive user feedback, as measured by the
System Usability Scale (SUS) method, underscores its potential as a valuable
tool for users of all levels of expertise.

As part of future work, we aim to enhance the AutoDTrees application by
incorporating additional Decision Tree implementations, such as the ID3 and
C4.5 algorithms, thereby enabling the utilization of categorical features.
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Abstract. The field of Knowledge Tracing (KT) aims to understand
how students learn and master knowledge over time by analyzing their
historical behaviour data. To achieve this goal, many researchers have
proposed KT models that use data from Intelligent Tutoring Systems
(ITS) to predict students’ subsequent actions. However, with the devel-
opment of ITS, large-scale datasets containing long-sequence data began
to emerge. Recent deep learning based KT models face obstacles such
as low efficiency, low accuracy, and low interpretability when dealing
with large-scale datasets containing long-sequence data. To address these
issues and promote the sustainable development of ITS, we propose a
LSTM BERT-based Knowledge Tracing model for long sequence data
processing, namely LBKT, which uses a BERT-based architecture with
a Rasch model-based embeddings block to deal with different difficulty
levels information and an LSTM block to process the sequential char-
acteristic in students’ actions. LBKT achieves the best performance on
most benchmark datasets on the metrics of ACC and AUC.

Keywords: Knowledge Tracing · BERT · Student Modelling ·
Long-Sequence Data Processing · Intelligent Tutoring Systems

1 Introduction

As one of the widely applied intelligent educational technologies, Knowledge
Tracing (KT) has drawn a lot of attention. KT is the field of modelling students’
learning trajectories and predicting their sequential actions based on historical
interaction data between students and ITS [2]. With the development of ITS,
large-scale datasets such as EdNet [5] and Junyi Academy [4] began to emerge.
In these datasets, long-sequence student interaction data were gathered as an
increasing number of students used the ITS for an extended period. The long- and
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short-sequence data in these datasets are unbalanced, which satisfies the long-tail
distribution [18]. For instance, within the EdNet dataset, a substantial amount
of student action sequences are included, ranging from the shortest sequence
that may comprise just a single action to the longest sequence that encompasses
40,157 actions. Notably, the average action sequence length of the EdNet dataset
is 121.5, indicating a moderate length of data sequences overall. However, it is
important to note that the distribution of sequence lengths is highly skewed,
and this unbalanced distribution has an impact on the overall performance of
the KT models. Although the quantity of short-sequence data is larger than the
long-sequence data, the latter is of more weight than the former in prediction
tasks [15].

In general, KT models could be divided into three categories: probabilistic
KT models, logistic KT models, and deep learning based KT methods (DKT)
[2]. Traditional probabilistic KT models and logistic KT models are forced to
confront difficulties such as decreased processing efficiency and increased memory
usage as growing amounts of longer sequence data are released. Deep learning
based KT models are known to suffer from inefficiencies when processing long-
sequence action data problems, including issues related to accuracy, speed, and
memory usage [18]. Therefore, allowing the processing of very long sequence data
is key to achieving high performance for next-generation KT models. Moreover,
due to the black-box nature of traditional deep learning methods, the current
deep learning based KT models also struggle with the lack of interpretability [8].

To address the above issues, in this paper, we propose LBKT, a novel LSTM
BERT Knowledge Tracing model, for processing long sequence data. The model
combines the strength of the Bidirectional Encoder Representations from Trans-
formers (BERT) model in capturing the relations of complex data [7] with the
strength of the LSTM model in handling long sequential data to improve its
performance on large-scale datasets containing long-sequence data (here, the
long-sequence data indicates a length longer than 400 interactions). Moreover,
we utilise a Rasch model-based embedding method to process the difficulty level
information in the historical behaviour data of students. The Rasch model is a
classic yet powerful model in psychometrics [21], which could be utilised to con-
struct raw questions and knowledge embeddings for KT tasks [8]. Rasch model
based embedding could improve the model’s performance and interpretability.
The experimental results show that our proposed LBKT outperforms the base-
line models in five datasets on metrics ACC and AUC. Moreover, it is faster at
processing long-sequence data at two long-sequence datasets we extract from the
two large-scale datasets. Furthermore, we use t-SNE as the visualisation tool to
demonstrate the interpretability of the embedding strategy.

The main contributions of our paper lie in the following two aspects:

1. We propose LBKT, a novel LSTM BERT Knowledge Tracing model for long
sequence data processing. The LBKT leverages the power of BERT, Rasch-
based embedding strategies, and LSTM.

2. The experimental results show that LBKT outperforms the baseline mod-
els on five ITS datasets on the metric of AUC(assist12, assist17, algebra06,
EdNet, and Junyi Academy).
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2 Related Work

2.1 Knowledge Tracing

Knowledge Tracing (KT) models and predicts students’ mastery levels over
time in Intelligent Tutoring Systems, using observable behaviors to infer hidden
knowledge states [1]. It aims to personalize feedback and instruction, enhancing
learning outcomes. KT methods are categorized into probabilistic, logistic, and
deep learning-based models [6,29,31].

Probabilistic models, like Bayesian Knowledge Tracing (BKT), utilize Hid-
den Markov Models or Bayesian Belief Networks to track learning states, but
struggle with complexity and multi-skill scenarios [6,10,27,30]. Logistic models
apply logistic regression to predict mastery levels, incorporating factors like prior
performance and response time [3,10,20,28].

Deep learning-based KT, leveraging advancements like self-attention mecha-
nisms and Transformer architectures, has introduced models such as SAKT and
SAINT+ for higher performance through sequence prediction and attention to
temporal learning dynamics [8,19,22]. BERT-based KT models, though innova-
tive, have not surpassed state-of-the-art KT methods in handling long-sequence,
large-scale datasets [11,25].

2.2 Transformer-Based Model and Application

Transformers, with self-attention mechanisms, have revolutionized NLP and
image generation, exemplified by BERT and GPT [7,26]. BERT’s bidirectional
training and large pre-training corpus have set new benchmarks in understanding
natural language, with applications extending into image processing, recommen-
dation systems, and music generation [7,9,23]. Despite their success, BERT vari-
ants in KT have not achieved superior performance on complex, long-sequence
datasets [12–14,16,17,25].

3 Methodology

3.1 Proposed Model Architecture

We propose a novel model, LBKT, for the task of knowledge tracing on large-
scale datasets containing long-sequence data. While previous BERT-based KT
models have shown remarkable success in capturing the relations of complex
data, they also have inefficiencies when dealing with long sequence student action
data [25]. On the other hand, LSTM models have been proven to excel in han-
dling long sequential data. In response to these challenges, we propose a novel
KT model that combines the strengths of both the BERT and LSTM models
to improve performance on large-scale datasets containing long-sequence data
(where long-sequence data indicates a length longer than 400 interactions). The
Rasch embedding (also known as the 1PL IRT model) is a method to represent
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questions and concepts in a mathematical space [21]. The embeddings are cre-
ated using a vector that summarizes the variation in questions covering a concept
and a scalar difficulty parameter that controls how far a question deviates from
the concept it covers. The embeddings are used as raw embeddings for questions
and responses, which is a way to track a learner’s knowledge state. By lever-
aging the strengths of a BERT-based model, Rasch model-based embeddings,
and long short-term memory (LSTM) unit, our proposed model architecture has
the potential to effectively process and understand relationships among different
features in long-sequence data, as illustrated in Fig. 1.

Fig. 1. The architecture of LBKT.

The first component of LBKT is the Rasch model-based embeddings pro-
posed by Ghosh [8]. The Rasch model-based embeddings consist of difficulty
level embeddings Ed and question embeddings Eq. These embeddings are multi-
plied and added to the BERT token embeddings and the sin and cos positional
embeddings to build the final embeddings, as shown in the following equation:

E = ERasch + EBert Token + EPosition (1)

where the Rasch model-based embeddings ERasch are defined as:

ERasch = Ed + Ed × Eq (2)

The segment embeddings, which are typically used to represent information
about the segment in the BERT model, are replaced by the Rasch embeddings
mentioned above in our model’s architecture. Rasch model-based embeddings are
able to more accurately estimate students’ knowledge states, as explained earlier,
making them a key contributor to the effectiveness of LBKT for knowledge
tracing tasks.

The second component of LBKT is a BERT-based block, which consists of
12 Transformer blocks. Each includes a multi-head attention mechanism, a feed-
forward network (FFN), and sublayer connections. The multi-head attention
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mechanism uses the “Scaled Dot Product Attention” method as implemented
in BERT, along with queries Q, keys K, values V , and an attention mask for
padded tokens. The FFN has a feedforward hidden layer with a size of four times
that of the model’s hidden layer and uses the GELU activation function rather
than RELU.

The sublayer connections in the Transformer block include a residual connec-
tion followed by layer normalization. The formulas for the attention mechanism
and the FFN are as follows:

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V (3)

FFN(x) = GELU(W1x+ b1)W2 + b2 (4)

In the third component of LBKT, we use a neural network (NN) linear trans-
formation instead of the attention projection typically used in conjunction with
the LSTM unit. This is based on our observed improved performance with the
NN linear transformation in our experiments. It should be noted that this choice
is not necessarily related to the length or complexity of the sequence but rather
to the specific characteristics of the data and the task at hand.

Overall, LBKT is a model that is tailored specifically for use in the field
of knowledge tracing. It combines the natural language processing capabilities
of the BERT model with the ability to accurately estimate knowledge states
using Rasch model-based embeddings and the ability to effectively handle long
sequences of data using the LSTM unit and the NN linear transformation. This
makes it an ideal choice for the task of knowledge tracing in large-scale datasets
containing long-sequence data with unbalanced data distribution.

3.2 Experiment Setting

Datasets. We used five benchmark datasets to validate the effectiveness of the
LBKT model, including assist121, assist172, algebra063, EdNet [5]4, and Junyi
Academy [4]5. In general datasets, such as assist 12 and assist 17, it could be
challenging to identify and extract large amounts of long-sequence data. There-
fore, we validated the speed performance of every model on two datasets with
long-sequence student action data extracted from EdNet and Junyi Academy.
The mean action sequence length of EdNet is 121.5. The mean interaction length
of Junyi Academic is 104.7. Here, we define the longer action sequence as longer
than 100 records. We extract 200 students’ action sequences that include inter-
actions longer than 100 actions from each dataset as the long-sequence dataset
to validate the performance of different KT models. Lastly, we selected different

1 https://sites.google.com/site/assistmentsdata/home.
2 https://sites.google.com/site/assistmentsdata/home.
3 https://pslcdatashop.web.cmu.edu/KDDCup.
4 https://github.com/riiid/ednet.
5 https://pslcdatashop.web.cmu.edu/Files?datasetId=1275.

https://sites.google.com/site/assistmentsdata/home
https://sites.google.com/site/assistmentsdata/home
https://pslcdatashop.web.cmu.edu/KDDCup
https://github.com/riiid/ednet
https://pslcdatashop.web.cmu.edu/Files?datasetId=1275
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lengths of action sequences from Ednet to test the speed performance of each
model. We selected four groups with average records lengths of 100, 200, 300,
and 400, respectively. Each of these groups included 50 students.

Baseline Models. We compared our LBKT to three state-of-the-art models,
BEKT [25], AKT [8], DKVMN [24], as well as the two top baseline models
in the Riiid Answer Correctness Prediction Competition provided by Kaggle6,
including SSAKT [32], and LTMTI [5].

Evaluation Metrics and Validation. We used the accuracy (ACC) and the
area under the curve (AUC) as performance metrics to compare the models’
performance in five datasets.

Hyperparameters for Experiments. To compare with each model, the same
parameters were used for model training. The batch size was set to 64, and the
train/test split was 0.8/0.2. The model used an embedding size of 128 and the
Adam optimizer with a learning rate of 0.001. The loss function used was the
Binary Cross Entropy with Logits Loss (BCEWithLogitsLoss). The scheduler
was set to OneCycleLR with a maximum learning rate of 0.002. Dropout was
also being used at a rate of 0.2. The training ran for a total of 100 epochs,
with early stopping set to 10 epochs. If the validation loss does not decrease
for the first three epochs, the training stops, in order to prevent overfitting and
save resources. The maximum sequence length was 200, with an eight-attention
head. Hidden sizes were 128 for BERT, 512 for FFN, and 128 for LSTM. The
Transformer block/encoder layer was set to 12.

4 Results and Discussion

4.1 Overall Performance

LBKT outperforms four baseline models on most metrics in the experiments on
five benchmark datasets. Table 1 shows the overall performance of each model.
We used five-fold cross-validation to estimate their performances. LBKT per-
formed the best on EdNet and Junyi Academy datasets on both ACC and AUC
metrics. It also achieved the best performance on the ACC metric on assist12
and AUC on assist17. On algebra06, AKT achieved the best performance on
the ACC metric, BEKT achieved the best performance on the AUC metric,
and LBKT achieved the second-best performance on both metrics. This result
indicates that LBKT is an efficient KT model on most datasets, especially large-
scale datasets containing long-sequence interaction data. This was affected by
the unique architecture of our LBKT model. The LSTM block enables the model
to learn the sequential features of the long sequence and gives more importance
to the recent actions of the students, which prevents the model from giving too
much weight to the long-ago and low-relevance actions and thus improving the
training efficiency.

Table 2 shows the performance comparison on the two large-scale datasets.
On both datasets, LBKT achieved the best training efficiency. It was 4.29x faster
6 https://www.kaggle.com/code/datakite/riiid-answer-correctness.

https://www.kaggle.com/code/datakite/riiid-answer-correctness


180 Z. Li et al.

Table 1. Comparison of different KT models on five benchmark datasets. The best
performance is denoted in bold.

Dataset Metrics LBKT BEKT SSAKT LTMTI AKT DKVMN

assist12 ACC 0.799 0.786 0.675 0.813 0.769 0.756
AUC 0.768 0.813 0.741 0.785 0.753 0.701

assist17 ACC 0.792 0.795 0.771 0.796 0.733 0.797
AUC 0.814 0.801 0.735 0.683 0.803 0.709

algebra06 ACC 0.801 0.797 0.795 0.811 0.831 0.800
AUC 0.799 0.815 0.774 0.791 0.814 0.793

EdNet ACC 0.803 0.781 0.761 0.799 0.756 0.800
AUC 0.815 0.795 0.798 0.802 0.798 0.796

Junyi ACC 0.832 0.807 0.777 0.797 0.791 0.790
Academy AUC 0.851 0.831 0.845 0.812 0.799 0.769

than BEKT on EdNet and 4.77x faster than BEKT on Junyi Academy. Com-
pared with the second-best model, AKT, LBKT was 1.32x faster on EdNet and
1.42x faster on Junyi Academy. For the memory cost, LBKT was about one-
third of BEKT and lower than LTMTL on both datasets. Although the memory
cost of LBKT was not the smallest, LBKT has achieved the best results in both
ACC and AUC metrics running on the same GPU. This allows LBKT to run on
middle-range GPUs. To improve the training efficiency, we used a last input as
the query method in the Transformer block instead of the whole sequence, which
decreased the complexity of the encoder to improve training speed and reduce
memory cost.

Table 2. Performance comparison on the two large-scale datasets, EdNet and Junyi
Academy. The best performance is denoted in bold.

Model EdNet Junyi Academy

speed ↑ speed ratio ↑ memory ↓ speed↑ speed ratio ↑ memory ↓
BEKT 4.93 1.00x 16.7 GB 4.85 1.00x 16.6 GB
SSAKT 7.13 1.44x 3.4 GB 6.22 1.28x 3.2 GB
LTMTI 13.8 1.32x 7.69 GB 12.1 1.19x 8.82 GB
AKT 17.1 3.25x 4.32 GB 16.4 3.35x 4.37 GB
DKNMN 5.97 2.34x 7.68 GB 4.67 3.75x 8.53 GB
LBKT 21.3 4.29x 6.09 GB 22.2 4.77x 6.08 GB



LBKT: A LSTM BERT-Based Knowledge Tracing for Long-Sequence Data 181

4.2 Analysis of Embedding Strategy

In this section, We used t-SNE as the visualisation tool to show the interpretabil-
ity of LBKT’s embedding strategy. Figure 2-left shows the results of No-Rasch-
embedding, and Fig. 2-right shows the Rasch embedding strategy. We can see
that, in the No-Rasch-embedding scenario, the difficult questions’ embeddings
(dark blue vectors) mixed with the easy questions’ embeddings (yellow to light
blue vectors). In Fig. 2-right, the difficult level embeddings were separated to
avoid mixing with easy level embeddings.

Fig. 2. Visualisation of the embedding vector using t-SNE: without Rasch embeddings
(on the left) and with Rasch embeddings (on the right). The colour bar is the predicted
probability of the outputs.

Questions at a higher difficulty level are typically associated with longer
sequence data, as students spend more time and steps on difficult exercises,
which results in longer interaction sequences. Rasch model-based embeddings
could divide different difficulty-level parts before the start of the model training
and not mix them with other difficulty-level embeddings. As a result, it might
increase training efficiency to converge faster.

5 Conclusion

In this study, we have developed LBKT, which employs a BERT-based architec-
ture with an LSTM block for processing long-sequence data, and Rasch model-
based embeddings for different difficulty levels of questions. Experiments show
that LBKT outperforms baseline models on most benchmark datasets. We also
conducted the speed performance experiment on the two large-scale datasets
containing long-sequence data. The results suggest that LBKT could process
long-sequence data faster and is more resource-efficient. Furthermore, we con-
ducted an analysis of the embedding strategy using t-SNE. The result shows
that Rasch embedding could process the difficulty-level features effectively.
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Abstract. As engineering is very much based on modeling, this is also important
for education in this field, and teachers sometimes have to check a very large num-
ber of models and determine if they are valid or not. In software engineering, for
modeling in conformity with the standard Unified Modeling Language, attempts
have been made to automatically classify diagrams and determine whether they
conform to this language. This paper shows an approachbased onmachine learning
and possible improvements made using a feature-based dataset, with the objective
of more accurately categorizing designated labels. Employing a specialized neu-
ral network tailored for feature-based learning, the study endeavors to enhance
classification accuracy and efficiency. Comparative analysis against a pre-existing
model trained on a diagram images dataset reveals better results in predictive
outcomes.

Keywords: Neural networks · Unified Modeling Language · Teaching tools

1 Introduction

Artificial Intelligence (AI) has definitely changed the education tools, with impact on a
more efficient and personalized learning for students, but also on grading and assessment
support for teachers, gaining many advantages from pre-trained models [1][2]. Educa-
tional tools concepts are frequently identified in the smart campus context [3], where
they may be used to optimize learning experiences, automate administrative processes,
and improve collaboration between students and teachers. Among their features, one
can notice:

– virtual and augmented reality [4] for design visualization and prototyping, enabling
students to manipulate 3D models in real-time,

– e-learning platforms, also known as Learning Management Systems [5], for organiz-
ing course materials, assignments, and communication channels, and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Sifaleras and F. Lin (Eds.): ITS 2024, LNCS 14799, pp. 185–192, 2024.
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– chatbot or virtual assistant recommendation services [6] for instant support on course
information, accessing resources and professional guidance for students, within
decision processes [7], integrating machine learning techniques.

This paper approaches a teachers’ perspective in the domain of software engineering
education, where the use of a standard object-oriented modeling language, like Uni-
fied Modeling Language (UML) [8], is part of any university curriculum. UML has
14 types of diagrams, of which some commonly used types are class diagrams, state
machine diagrams, use case diagrams, and activity diagrams. This paper continues with
the description of the problem in Sect. 2, then it compares related work with results
obtained prior to the current experiment, in Sect. 3. Section 4 proposes a feature dataset
used for the neural network training and it also evaluates the results. Section 5 represents
the conclusion and highlights the next steps.

2 Problem Description

Making use of a deep learning model, designed for classifying UML diagrams, serves
as a first step with diverse follow-ups in education. The capacity to facilitate automatic
classification is particularly beneficial for educational environments. The model could
then be integrated to identify similarities and differences among diagrams submitted
by different students, providing insights into common misconceptions or areas where
additional instruction may be needed. Tavares et al. highlight the existence of UML
diagrams as a visual component in many educational books and courses [9].

A deep learningmodelwill promote fairness and objectivity towards students’ educa-
tional process by relying on an automated model, educators reduce bias and subjectivity
in grading. The model treats all diagrams equally, adhering to predefined classifica-
tion rules. Educators can review flagged similarities or differences and provide targeted
feedback.

Themodel can contribute to educational insights where data from themodel can offer
insights into common misconceptions or areas where students struggle. Are sequence
diagrams consistently misunderstood? Do students tend to omit certain elements in state
machine diagrams? Such information informs instructional adjustments and targeted
teaching interventions.

The upcoming research endeavors to address this limitation by shifting the focus
towards the pivotal stage of feature extraction as experimented in [10]. By simplify-
ing and highlighting crucial aspects of images, feature extraction empowers classifica-
tion models to distinguish between different objects, enabling them to generalize and
make informed decisions, ultimately bolstering the accuracy and reliability of image
classification systems.

3 Related Work

Previous experiments concluded that feature-based classification is improving the pre-
diction score [11]. Feature extraction remains fundamental in enhancing image classi-
fication across diverse domains, leveraging recent advancements in research. Notable
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contributions in this space include [12], which introduced deep convolutional neural net-
works (CNNs) for image classification. This seminal work emphasized the critical role
of feature extraction through convolutional layers in achieving remarkable performance.

Another significant advancement is seen in [13]. This paper focused on the Bag
of Visual Words (BoVW) model for action recognition, showcasing the importance of
robust feature extraction techniques in complex video data analysis. Moreover, recent
work like [14] highlighted the efficacy of Convolutional Deep Belief Networks for scene
labeling, emphasizing the significance of learned representations in image classification
tasks.

By comparing research papers aiming to investigate theUMLdiagrams classification
using images, we identified the following results as similarities and differences in respect
to similar research papers (see Table 1).

Table 1. Research Characteristics Comparison

Study Nedelcu et al.
[15]

Shcherban et al.
[16]

Gosala et al. [17] Chen et al. [18]

Image is a UML
diagram or not

Yes Yes No No

Diagram type
classification

3 categories:
class, activity,
sequence

10 categories:
class, activity, use
case, sequence,
communication,
component,
deployment,
object, package,
and state machine

1 category: class 1 category: class

Evaluated neural
networks

2 7 1 1

Number of
samples for each
category

Balanced, 500 Imbalanced, 204
(the smallest
dataset) to 720 (the
biggest dataset)

Balanced, 650

Nithyashree also proposes amethod to identify features fromclass diagram [19]. This
approach could be used to expand the dataset of features we shall use for the following
research. However, the approach needs enhancements to make use of it and it could not
be used in our experiments.

4 Feature Extraction for UML Diagrams Classification

This section describes key parts of using a deep learning model with a feature-based
dataset. It explains the need and what benefits have been observed in existing research
papers.



188 I.-G. Nedelcu et al.

4.1 Steps to Follow

Integrating feature extraction into one’s classification process can significantly enhance
the accuracy and robustness of themodel in classifying images containingUMLdiagrams
(see Fig. 1). A similar process is described in [20]. To optimize the classification process,
it is vital to extract key features fromUMLdiagrams. These features encompass essential
components like classes, arrows indicating inheritance or associations, varied shapes,
textual elements, and any other distinct attributes that delineate diverse UML diagram
types. Gathering these specific features is critical in enabling the model to discern and
classify UML diagrams accurately, capturing the nuanced characteristics unique to each
diagram type.

Determine 
Relevant 
Features 

Feature 
Encoding 

Feature 
Ranking and 

Dimensionality 
Reduc�on 

Model 
Integra�on 

Fine-tuning and 
Valida�on 

Ensemble / 
Fusion 

Approaches 
Itera�ve 

Refinement 

Fig. 1. Summary of feature-based classification

By integrating these extracted features into one’s deep learning model, one can
potentially capture nuanced information present in UML diagrams, enabling the model
to make more informed and accurate classifications. It is essential to maintain a balance
between feature richness and complexity, ensuring that the added features contribute
meaningfully to the classification task, without overwhelming the model.

4.2 Dataset

In addition to our previous research [15], each UML diagram was extended to 500
samples for the training dataset. To create a data set of features, we used the UML
class diagrams data set to extract features such as classes, associations, or inheritance.
The other group of data set features contained parts of UML and non-UML component
extracted from the previous dataset.

Unified Modeling Language Specification Version 2.5.1 [21] was used as an official
source, to identify the notations that should be present in the feature dataset. The class
diagram is widely described across the entire specification document and is covered in
many sections. We thus extracted images for the features from Table 2.

In addition to the features from the UML specification document, we used a plat-
form built based on the official documentation, which and explains the concepts in a
summarized manner [22].

Each feature image contains a detail that is part of a UML diagram and conforms to
the concrete syntax of the language. Each image was resized to 30 by 30 pixels, but we
extended the data set from 500 samples to 1000 per feature.

In previous research [15] we used documentation to extend the existing data set. The
chosen data is that augmentation techniques can be applicable to the extracted features
such as translation, colorization, and resizing. These techniques were also applied to the
existing data set to expand the images from 1000 to 2000 samples.
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Table 2. UML class diagram features

UML Class Diagram Features

Class Enumeration Composite aggregation / Composition

Abstract class Association Association Navigability

Interface Operation Generalization

Nested classifier Constraint Dependency

Object Multiplicity Required interface

Downsizing in terms of image size is expected to speed up the training process,
whereas increasing the number of samples is expected to increase accuracy when the
model sees certain features. This approach may solve the challenges of small data sets,
improve the accuracy score and manage to better classify what the image contains.

4.3 Neural Network Architecture

For the given dataset, we applied a customized deep neural network architecture designed
to handle a feature-rich dataset. The architecture, called multi-input Multi-Layer Per-
ceptron (MLP), processes multiple sets of features separately, before combining them
for classification, as explained in [23]. Customized architectures like this allow the
network to learn and extract complex relationships from different sets of engineered
features, potentially enhancing the classification performance on feature-rich datasets.
Multi-input MLP is a type of neural network architecture that handles multiple inputs,
processes them through independent paths (sub-networks), and then merges or con-
catenates the information before making final predictions. It is particularly useful for
scenarios where different types of features need distinct processing before combining
for a classification or regression task. In the architecture of neural networks with inde-
pendent processing paths, for each stream of input data undergoes individual processing
within its dedicated sub-network or layer set.

This independent processing enables the network to learn nuanced and specialized
representations, unique to each input data stream. The key advantage of multi-input
MLPs is their ability to handle heterogeneous data types or feature sets by allowing
each set of features to be processed separately before integration. This architecture is
particularly beneficial when dealing with feature-rich datasets or when different types
of information need distinct processing pathways before being combined for the classi-
fication task. Shcherban et al. also talk about improving image classification by focusing
on features [16].

4.4 Examples of Results

Throughout the research phases, multiple experiments were conducted, with one desig-
nated as the baseline test at each stage. In each evaluation, classification was performed
on a fixed set of 25 samples to assess the improvement of each approach. The original
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model, obtained prior to this research, correctly classified 22 samples, a performance
matched by the new model. Moreover, the accuracy score increased by approximately
1.8% during the second iteration on average.

Previously, the model achieved a 91% F1 score [15], whereas the resulting model
from this research achieved a 92% F1 score, reflecting an expected increase due to
higher accuracy observed across testing samples. The scores of each model indicate
their suitability for a production-ready environment. Any misclassification, if identified,
or any correct classification with low accuracy scores, should be manually reviewed by
a human operator.

Feature-based classification, observed across numerous instances, exhibits an ele-
vated accuracy in prediction scores. This trend may be seen in the examples from Fig. 2,
amalgamating outcomes from prior experiments. Specifically, in the context of class
diagrams, the classification achieved a 92% accurate prediction score.

Image Is Class diagram?

Yes (92%)

No (88%)

Fig. 2. Example of feature-based classification for non-UML diagram

5 Conclusion

The paper presented our experiments of UML diagrams classification based on images
and utilizing a feature-based dataset, exploring its efficacy during training, and evaluating
its influence on the prediction score. Notably, enhancements were observed in class
diagramcategorization; however, themodel fails for some samples thatwere successfully
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classifiedwith previous networks. For the samples used formodel validationwe obtained
the following results: precision 0.95, recall 0.91, F1 score 0.93. This performance is better
than in our previous research [15]. The accuracy score suggests that the model is suitable
for integration into educational systems. In addressing specific problems, students may
be expected to realize certain types of UML diagrams, and the model can determine
whether their work is valid. This enables teachers to pinpoint areas where students may
have misconceptions, allowing for targeted classroom instruction.

Any misclassification may be the result of the overlapping features shared between
these diagram types, which suggests a limitation in the model ability to recognize con-
nections crucial for improved classification. Addressing this issue in future work, by
minimizing or eliminating overlapping components, expected to elevate the classifica-
tion score and mitigate potential confusion within the model. As the next steps we aim to
expand the model to include other previously investigated categories, such as sequence
and activity diagrams.
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Abstract. Robustness Diagram with Loop and Time Controls is a mul-
tidimensional workflow model that can capture all workflow dimensions,
i.e. process, resource, and case. In contrast to other workflow models,
such as Class Diagram and Petri Net, tools that support its automated
implementation and verification are not yet well-established. As such,
previous literature introduced the mapping of the Robustness Diagram
with Loop and Time Controls to Petri Net, focusing on the reachabil-
ity and reuse of substructures therein. However, this mapping is still
incomplete since it lacks the support for component reuse of the reset-
bound subsystems. Furthermore, this mapping results in unsound and
inconsistent Petri Net. This study proposes a mapping of the Robust-
ness Diagram with Loop and Time Controls to Petri Net that addresses
the gaps in the literature. Using Petri Net components and extensions,
this paper introduces a novel mapping of the reset-bound subsystems
that allows component reset and reuse and modifies some structures in
PN that lead to its unsoundness and inconsistency. Lastly, the proposed
mapping algorithm’s overview, validation, and analysis are presented.

Keywords: Workflows · Worflow models · Robustness Diagram with
Loop and Time Controls · Petri Net · Resets · Soundness

1 Introduction

The Robustness Diagram with Loop and Time Controls (RDLT) is a multidi-
mensional workflow model that can capture all three workflow dimensions, i.e.
process, resource, and case [1], making it a powerful tool for representing simple
and complex systems. RDLT introduces the concept of reset-bound subsystems
(RBS), allowing the simulation of reset and component reuse in other workflow
models. The RDLT can also restrict the number of traversals along an arc using
its L-attribute. Real-world applications of RDLTs include profiling the efficiency
of the Philippine Integrated Disease Surveillance and Response (PIDSR) system
[2], and modeling the Adsorption Chiller system [3], among other things. Unlike
other models, such as Class Diagram (CD) and Petri Net (PN), no automated
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tool supports the implementation, verification, and simulation of RDLT. This
prompted the exploration of [4] in mapping RDLT to CD and PN. However,
the mapping from RDLT to PN did not include the L and M -attributes of the
RDLT. To solve this, [5] formulated a novel mapping of RDLT to PN that takes
into consideration the L and M -attributes of an RDLT. This paper also reported
the soundness of the output PN using the mapping. Unfortunately, this map-
ping could not fully capture the reset functionality of the RBS. This implies that
tokens inside the RBS equivalent PN are not replenished once this structure is
exited. To contribute to the development of RDLT, this paper aims to formulate
a mapping algorithm of RDLT to PN with considerations of the full functionality
of RBS. This paper also proposes modifications in mapping some RDLT struc-
tures, such as MIX-join and SPLIT structures, that cause the output PN to be
inconsistent with the input RDLT in terms of its property and behavior. Lastly,
this paper compares the soundness of the input RDLT and the output PN. This
paper is structured as follows: Sect. 2 introduces PN, Sect. 3 introduces RDLT
and some of its properties used in this research, Sect. 4 focuses on analyzing
previous(proposed) RDLT to PN mapping, and Sect. 5 contains the conclusions
and recommendations.

2 Petri Net

2.1 Definition [3]

A PN is a graph consisting of two node types, transitions and places. These nodes
are linked together using directed arcs. A place p is considered an input(output)
place of a transition t if there is a directed arc from p(t) to t(p). t is enabled if
all of its input places have at least one token. An enabled transition may fire,
producing tokens in its output places. A firing sequence σ is a composition of
all transitions fired to reach a marking. A marking Mn is reachable from M1

in a PN, denoted as M1
∗→ Mn if and only if there is a firing sequence usable

to reach Mn from M1. A PN is considered a Worfklow Net (WfN) if it has two
additional places, i and o, where i(o) has no input(output) nodes.

2.2 Classical Soundness in PN [6]

A Workflow Net PN is classical sound if it satisfies the condition of option
to complete, proper completion, and liveness. The first condition requires that
every reachable marking will eventually reach the final marking o. The second
condition requires that all the other places within the net contain no tokens,
whenever a token reaches o. The last condition requires that every transition is
part of at least one firing sequence executed in the net.

2.3 Components and Variants of PN

A reset arc [5] is an arc with a double-tip arrow. Unlike the regular arc, it
does not impact the enabling of a transition. If a place p is connected to a
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transition t with a reset arc, all the tokens in p will be removed once t is fired.
Meanwhile, an arc weight [7] signifies the number of tokens required(produced)
by an input(output) arc of a transition.

3 Robustness Diagram with Loop and Time Controls

3.1 Definition [3]

A Robustness Diagram with Loop and Time Controls (RDLT) is a graph repre-
sentation R = (V,E, T,M) where:

– V is a finite set of vertices, where Vtype : V → {′b′,′ e′,′ c′} where ‘b’, ‘e’, and
‘c’ means the vertex is either a “boundary object”, an “entity object”, or a
“controller”, respectively.

– A finite set of arcs E ⊆ (V × V )\E′ where E′ = {(x, y)|x, y ∈ V, Vtype(x) ∈
{′b′,′ e′}, Vtype(y) ∈ {′b′,′ e′} with the following attributes with user-defined
values,

• C : E → Σ ∪ {ε} where Σ is a finite non-empty set of symbols and ε is
the empty string. C(x, y) ∈ Σ means that C(x, y) is a condition to be
satisfied to proceed from x to y. Meanwhile, C(x, y) = ε means there is
no condition imposed by (x, y) or signifies that x is the owner of y.

• L : E → Z is the maximum number of traversals allowed on the arc.
– Let T be a mapping such that T ((x, y)) = (t1, . . . , tn) for every (x, y) ∈ E

where n = L((x, y)) and ti ∈ N is the time a check or traversal is done on
(x, y) by some algorithm’s walk on R.

– M : V → {0, 1} indicates whether u ∈ V is a center of an RBS. An RBS is a
substructure Gu of R that is induced by a center u ∈ V , i.e. M(u) = 1, and
the set of controllers owned by u. (x, y) is an in-bridge of Gu if x is not a
vertex in Gu but y is. Conversely, (x, y) is an out-bridge of Gu if x is a vertex
in Gu, but y is not. Lastly, a pair of arcs (a, b) and (c, d) are type-alike with
respect to y if (a, b) and (c, d) are both in/out-bridges of y, or both are not.

3.2 Vertex-Simplified RDLT [3]

Vertex simplification converts all types of vertices in the RDLT into a controller
type. If there is an RBS, two RDLTs will be produced, the level-1 and level-2
vertex-simplification of R.

3.3 Extended RDLT [3]

An extended RDLT R′ includes two additional vertices, i and o. These are con-
nected to the source and sink vertices of the original RDLT, respectively.

3.4 Activity Extraction in RDLT [3]

The activity extraction algorithm is used to extract an activity profile. An activ-
ity profile S = {S(1), S(2), . . . , S(K)}, k ∈ N, is a set of reachability configura-
tions S(j) that contains the set of arcs traversed at time step j.
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3.5 Expanded Reusability in RDLT [8]

The Expanded Vertex Simplification Algorithm (EVSA) generates at least two
RDLTs, level-1 and level-2 vertex-simplified RDLTs, called R1 and R2, respec-
tively. R1 is derived from all the vertices and arcs outside the RBS with the
addition of abstract arcs [8]. Meanwhile, R2 is created from all the components
inside an RBS. The L-value of each abstract arc is computed by determining the
maximum number of times that each arc is used by an activity in R while taking
into account the resets that can affect the reusability of this arc. The overall
sum for the reusability of each arc (x, y) in R is called the expanded reusability
of (x, y), denoted as eRU(x, y). The algorithm copies the C and L-attributes of
each arc in the original RDLT to its corresponding arc in R1 and R2 whenever
such arc is not an abstract arc. Conversely, for each abstract arc (x′, y′) in R1

that represent (x, y) in R, the C-value is set to ε and the L-value is set to the
minimum expanded reusability of all the arcs along the path inside the RBS of
R that (x′, y′) represents in R1.

3.6 Processes in RDLT [9]

A simple path from vertex x to y with no cycles or duplicate vertices is called a
process P . If two processes have common start and end vertices with no shared
intermediate vertices, they are considered siblings.

3.7 Classical Soundness in RDLT [3]

An RDLT R is considered classical sound if it holds the condition of proper
termination, and liveness. The first condition requires that every vertex reached
in an activity will eventually lead to the final target vertex. Meanwhile, the
second condition requires that each arc in R is included in at least one activity
profile.

3.8 Existing Mapping of RDLT to PN

In the paper [4], two algorithms were proposed to decompose RDLT to CD and
PN. Focusing on the RDLT to PN mapping, the input RDLT will undergoes a
pre-processing step through vertex simplification and adding two extra vertices
with no incoming and outgoing arcs, respectively. Then, the algorithm maps the
vertices and arcs of the pre-processed RDLT into its equivalent PN component.
This study was able to represent all possible structures composing an RDLT into
9 structures. These structures were used to verify the correctness of the mapping
algorithm by extracting their activity profiles and comparing them with the firing
sequences of its output PN. As a limitation, however, this mapping algorithm did
not take into consideration the L and M -attribute of the input RDLT. Recent
literature [5] focuses on developing a novel mapping for the L- and M -attributes
of an RDLT to PN. Drawing inspiration from the approach recommended in [4],
each PN of the RDLT structures were modified by adding an auxiliary place
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with tokens equal to the L-value of an arc in the RDLT. If a looping arc leads
back to a transition, a reset arc is not connected from the auxiliary place to that
transition. Otherwise, a reset arc is connected from the auxiliary place to that
transition. If this transition fires, all the tokens inside the auxiliary place are
removed. All the auxiliary places are connected to the final transition of the PN
with reset arcs. Once this final transition fires, all the tokens in the auxiliary
places will be removed. This is to ensure that the tokens inside the auxiliary
places do not affect the soundness of the output PN. For the M -attribute, vertex
simplification is performed on the input RDLT resulting in two vertex-simplified
RDLTs, level-1 and level-2. The former is converted into an extended RDLT,
adding two extra vertices. The vertices and arcs in the two RDLTs are then
mapped to their equivalent PN components. A check is then performed to see if
an arc is a bridge of an RBS. If it is an in-bridge, the input place that enables
the center of the RBS in the level-1 PN is connected to the same transition in
the level-2 PN. If it is an out-bridge, the transition representing the vertex with
an out-bridge in the level-2 PN is connected to the output places in the level-1
PN. This creates an XOR split connecting the level-1 and level-2 PN through
the in- and out-bridges. If analysis is to be performed on the level-1 RDLT, the
path through the level-1 PN is followed. Otherwise, if analysis is to be performed
on the level-2 RDLT (RBS), the path through the level-2 PN is followed. The
combined activity profiles(firing sequences) generated in the level-1 RDLT(PN)
and level-2 RDLT(PN) represent a behavior of the whole RDLT(PN).

4 Improving RDLT to PN Mapping

4.1 Mapping of RDLT Components into PN

Mapping of RBS. To provide a mapping of RDLT to PN that allows the reuse
of an RBS, the mapping in [5] is extended. The proposed mapping in this study
visits each RBS that has at least one out-bridge and creates a place Pcons and
a transition Trr for that subsystem. Pcons is connected to Trr with an arc and
a reset arc. Then, each transition that was mapped from a vertex that has an
out-bridge is connected to Pcons. Afterward, transition Trr is connected to each
auxiliary place inside the level-2 PN with arcs that have weights equal to the
original number of tokens inside the auxiliary place it is connected to. Conversely,
each auxiliary place inside the level-2 PN is connected to Trr with a reset arc.

Mapping of MIX-JOIN. The proposed mapping in this paper will modify
the corresponding PN structure of MIX-JOIN in [5] by connecting a reset arc
from place Pzm to transition Tz. This will handle the instances where two tokens
are produced in Pzm, whenever both transitions Tεz and TJz fire, which leads to
a PN that is not classical sound.

Mapping of SPLIT Structures. This paper proposes an additional mapping
of the RDLT SPLIT structures in [5], by looking at the relationship between the
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processes at a SPLIT point and the type of JOIN they are merged on. A check
will be performed to see if the processes at a SPLIT point are siblings joined by
an OR-JOIN, or if the processes are non-siblings at all. If so, the PN mapping
of the SPLIT structures will be modified in a way that the SPLIT point Tx

will only have a single output place Pxsplit. Otherwise, the PN mapping for the
RDLT SPLIT structures used in [5] will be followed.

4.2 Proposed Mapping Algorithm of RDLT to PN

Algorithm 1 is the proposed algorithm for mapping an input RDLT to its cor-
responding Petri Net that takes into consideration all the added/modified com-
ponents mentioned in Sect. 4.1. For simulation, the RDLT in Fig. 1 is used as an
input to the mapping algorithm. The output PN is shown in Fig. 2.

4.3 Validation and Analysis of Proposed Mapping Algorithm

To prove the correctness of the proposed mapping, the activity profiles in an
input RDLT will be extracted and then compared to the firing sequences of the
output PN. To aid this validation, Theorem 4 in [4] is used to prove that if
vertex y is reachable from vertex x in an input RDLT, then there exists a firing
sequence σ = t1, . . . , tn in the output PN mapped from R, where t1 = Tx and
tn = Ty.

Theorem 1. The space complexity of Algorithm 1 is O(v2), where v is the num-
ber of vertices in the RDLT R.

Proof. In an RDLT, the maximum number of arcs is v2 where v is the number
of vertices. Since the algorithm visits each arc of the RDLT and creates its
corresponding PN component, the maximum space complexity is O(v2).

Theorem 2. The time complexity of Algorithm 1 is O(v2), where v is the num-
ber of vertices in the RDLT R.

Proof. Similarly, the quadratic growth of the number of arcs in an RDLT deter-
mines the runtime of the algorithm. Thus, the time complexity of the algorithm
is O(v2).

Theorem 3. Given an input RDLT R that is classical sound, a corresponding
output Petri Net that is also classical sound can be mapped using Algorithm 1.

Proof. By definition, an RDLT is classical sound if it satisfies the condition
of proper termination and liveness. Meanwhile, a PN is classical sound if it
satisfies the condition of option to complete, proper termination, and liveness.
The mapped PN from the RDLT (Fig. 2) using Algorithm 1 is also classical sound
in the context of PNs since it satisfies the condition of option to complete, proper
termination, and liveness. Based on the analyses, it can be concluded that given
an input RDLT that is classical sound, an output Petri Net generated using
Algorithm 1 is also classical sound.
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Fig. 1. Classical sound RDLT.

Fig. 2. Generated Petri Net using the proposed mapping algorithm.

5 Conclusions and Future Work

This study addressed some of the existing gaps in RDLT to PN mapping. One of
the most significant contributions of this paper is mapping the reset behavior of
the RBS. The algorithm creates a place and a transition for each RBS with an
out-bridge. These components are responsible for the resets and replenishment
of tokens in the auxiliary places inside the level-2 PN. This paper also modified
the PN mapping of MIX-JOIN by adding a reset arc connected from Pzm to Tz.
As a result, the MIX-JOIN no longer produces a firing sequence that results in
a non-classical sound PN. Lastly, a new mapping was proposed for the RDLT
SPLIT structures by checking the relationship between the processes at a SPLIT
point and the type of JOIN they are merged on. As a recommendation, future
studies can focus on mapping multiple abstract arcs in the level-1 PN. One
approach is to check if the processes at a SPLIT point are abstract arcs and
create a transition and an auxiliary place. These transitions are connected to
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a single input and output place, creating an OR-SPLIT-JOIN structure where
only one path can be traversed.
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Abstract. This study unveils and formalizes well-handledness in
Robustness Diagram with Loop and Time Controls(RDLT). This model
property has not yet been established for this particular workflow model.
The fundamental concept of well-handledness, which is to ensure a bal-
ance between the AND/OR-split and AND/OR-join pairs, is adopted
from Petri Net(PN). However, due to the multidimensional nature of
RDLT, we extended its definition to consider the L-attributes. Mean-
while, the MIX-join structure that is unique to RLDT has been dis-
counted in this study’s analysis and formalization of well-handledness.
We have also established the structural and behavioural profiles of well-
handled RDLTs, unravelling their relationship with relaxed and classical
soundness. Lastly, algorithms for verifying balanced and well-handled
RDLTs are also provided.

Keywords: Well-handledness · RDLT · Model Verification

1 Introduction

The Robustness Diagram with Loop and Time Controls (RDLT) is a work-
flow model designed to represent complex systems effectively. RDLT can cap-
ture all three workflow dimensions, i.e., resource, process, and case, discussed
in [4], within a single model. Furthermore, it introduced the reset-bound sub-
systems, which function akin to cancellation regions in other workflows. Real-
world systems, such as the Absorption Chiller System [1] and Philippine Inte-
grated Disease Surveillance and Response (PIDSR) system [5], have already been
modelled and analyzed using RDLT. The Business Process Modeling and Nota-
tion (BPMN) and activity diagrams are also multidimensional models. However,
BPMN face concerns like concept excess and lack of support for explicit dif-
ferentiation and rules [1]. In light of the complexity of the model, functional
decomposition cannot be performed on activity diagrams. Furthermore, RDLT
adopts model properties such as soundness, free-choiceness, conflict-freeness,
and etc. from Petri Nets and Workflow Nets [4]. This study adopts another
model property called well-handledness from Petri Net, which ensures a balance
between the AND/OR-splits and AND/OR-joins. In Petri Net, liveness becomes
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an implicit effect of being well-handled. However, considering RDLT’s multi-
dimensional nature, potential deadlocks can still occur even if there is a balance
between its AND/OR-splits and AND/OR-joins. Hence, we integrate structural
requirements previously employed to avoid deadlocks and unfinished processes to
achieve classical soundness into the requirements of well-handledness in RDLT.

1.1 Robustness Diagram with Loop and Time Controls

Definition 1. RDLT [1,2] An RDLT is a graph representation R of a system
that is defined as R = (V,E, T,M) where:
– V is a finite set of vertices, where each vertex has a type Vtype : V → {’b’,

’e’, ’c’} where ‘b’, ‘e’, and ‘c’ means the vertex is either a “boundary object”,
an “entity object”, or a “controller”, respectively.

– A finite set of arcs E ⊆ (V × V )\E′ where E′ = {(x, y)|x, y ∈ V, Vtype(x) ∈
{’b’, ’e’}, Vtype(y) ∈ {’b’, ’e’}} with the following attributes with user-defined
values,

• C : E → Σ ∪ {ε} where Σ is a finite non-empty set of symbols and ε
is the empty string. Note that for real-world systems, a task v ∈ V , i.e.
Vtype(v) =‘c’, is executed by a component u ∈ V, Vtype(u) ∈ {’b’,’e’}. This
component-task association is represented by the arc (u, v) ∈ E where
C((u, v)) = ε. Furthermore, C((x, y)) ∈ Σ represents a constraint to
be satisfied to reach y from x. This constraint can represent either an
input requirement or a parameter C((x, y)) which needs to be satisfied to
proceed from using the component/task x to y. C((x, y)) = ε represents a
constraint-free process flow to reach y from x or a self-loop when x = y.

• We call (x, y) as an ownership arc if x is an object and y is a controller
i.e. we say that x is the owner of y.1.

• L : E → N is the maximum number of traversals allowed on the arc.
– Let T be a mapping such that T ((x, y)) = (t1, ..., tn) for every (x, y) ∈ E

where n = L((x, y)) and ti ∈ N is the time a check or traversal is done on
(x, y) by some algorithm’s walk on R.

– M : V → {0, 1} indicates whether u ∈ V is the center of a reset-bound
subsystem (RBS). Given a center u ∈ V , where M(u) = 1, an RBS is a
subgraph Gu of R that is induced by u and its set of owned controllers.
Finally, (a, b) ∈ E is called an in-bridge of b if a /∈ VGu

, b ∈ VGu
. Mean-

while, (b, a) ∈ E is called an out-bridge of b if b ∈ VGu
and a /∈ VGu

. Arcs
(a, b), (c, d) ∈ E are type-alike if ∃y ∈ V where (a, b), (c, d) ∈ Bridges(y)
with Bridges(y) = {(r, s) ∈ E|(r, s) is either an in-bridge or out-bridge of y}
or if ∀y ∈ V, (a, b), (c, d) /∈ Bridges(y).

To generate activity profiles of a given RDLT R an activity extraction algo-
rithm is introduced in [1]. Notice that the arcs (x8, x10) and (x9, x10) are uncon-
strained since they satisfy requirement (1) of the definition of an unconstrained
arc in [1].
1 For the purposes of this study we have this as a slight modification to the concept

of ownership between two vertices in R. This modification does not affect existing
results in RDLT.
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Fig. 1. An example of an RDLT with RBS

1.2 Control Flow and Parallelism in RDLT

The different types of split and join structures in RDLT defined in [1,2] include
conditional split(OR-split), parallel split(AND-split), and conditional join(OR-
join), AND-join, and MIX-join. These structures serve as the foundation for
establishing well-handledness in the context of RDLT. It is also important to
note that the definitions of the distinct join structures underscore the type-
alikeness of the arcs that form these joins.

1.3 Soundness in RDLT

Classical soundness in RLDT requires the satisfaction of proper termination and
liveness [2]. The L-values of the arcs in R significantly influence the realization
of these behaviors, making it crucial to consider this arc-attribute when aiming
for classical soundness. Relaxed soundness requires R is live and there is at least
one terminating activity in R where every AND/MIX-join is resolved.

1.4 L-Safeness in RDLT

Another strategy that is used to verify classical soundness for RDLTs with no
RBS is L-safeness in [2]. The discussion in [2] highlights the concept of reusability
of RDLT components. Additionally, it provided a means of configuring L-values
in a way that avoids deadlocks caused by looping back. [2] introduced the concept
of a critical arc(CA) which dictactes the reuse of another component called non-
critical arc (NCA). The arc with the least L-value among the arcs in cycle c
is referred to as a critical arc. Otherwise, it is called an NCA of c. Reusability
(RU) of an NCA (x, y) is dictated by sum of the distinct CA’s of the cycles that
it participates in. An NCA (x, y) is loop-safe if L(x, y) is greater than the sum
of all the distinct CAs. Meanwhile, a CA (q, p) is referred to as a safe CA if it
has an escape arc (q, r) that is a loop-safe NCA.

Join-safeness is an additional requirement for L-safeness in R, focusing on
the importance of the join structures of R, which loop-safe NCAs and safe CAs
alone don’t address in ensuring classical soundness. Note that we do not list all
the requirements of join-safeness from [2] in Definition 2, but only those which
shall be reused in this study. The reader is referred to [2,3] for the details of this
property.
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Definition 2. L-safe RDLTs(targeted listing) [2,3]
Let R = (V,E, T,M) be a RDLT with no RBS. R is JOIN-safe if for every
join merging at y ∈ V of R where C(u, y) �= C(v, y), the following hold:

1. Equal L-values of arcs at the AND-JOIN. Every pair of arcs of an
AND-JOIN merging at y must have the same L-value.

2. Loop-safe components of every related process. The processes that are
involved in an AND- or MIX-JOIN merging at y must have each of their
component arcs to be loop-safe (NCAs).

For an OR-JOIN merging at y, each of the processes that are involved in this
JOIN must be composed of loop-safe NCAs and safe CAs, if any.
R is L-safe if every NCA is loop-safe, every CA is safe, and R is JOIN-safe.

1.5 Expanded Vertex Simplifications Algorithm

The Expanded Vertex Simplification Algorithm (EVSA) in [3] builds on top of
the results of performing vertex simplification [2] on R. EVSA generates Level
1 and 2 expanded vertex simplifications R′

1 and R′
2 of R by using R1 and R2 to

preserve the arc attributes, e.g., L-attributes in R. The reusability of arcs in R is
now referred to as expanded reusability (eRU). In [2], the internal structures of
an RBS in R are represented by abstract arcs in R1 whose L-values are referred
to as derived L-values upon applying EVSA on R.

1.6 Antecedent and Consequent Sets

Definition 3. (Antecedent and Consequent Sets of x) [1]
Given a vertex x ∈ V of RDLT R, αx is called the maximal antecedent set
of x that contains the maximal set of vertices in R where for every v ∈ αx, there
exists an elementary path from the source of R to x that passes through v first.
Meanwhile, Ωx is called the maximal consequent set of x that contains the
maximal set of vertices in R where for every yΩx, there is a path from x to
u ∈ αx, that passes through y ∈ V \αx, where (u, x) ∈ E.

1.7 Well-Handledness in Petri Net

Well-handledness in Petri Nets, and in particular Workflow Nets(WF-nets), is
used to formalize the concept of the good constructions of WF-nets. It is a model
property that ensures balance between the AND/OR-splits and AND/OR-joins.
Verification methods like the one discussed in [6] help ensure well-handledness
in WF-nets. Its formal definition is given by Definition 13 in [4].
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2 Methodology

2.1 Well-Handledness in RDLT

RDLT’s well-handledness adopts specific structural requirements from L-safeness
discussed in [2,3] that are crucial for ensuring classical soundness. But before
delving into the specifics of well-handledness, we first introduce novel concepts
essential in understanding its definition and related requirements. To facilitate
the discussion in this section and the subsequent sections, we assume that R has
one source and one sink. In verifying whether an RDLT R with at least one RBS
is well-handled or not, the preprocessing step known as EVSA is done to conduct
separate and level-based analysis of well-handledness, which is then generalized
for the original RDLT.

Definition 4. (Process P from x to y)
A process P from x to y is an elementary path in R where P = x1, x2, . . . , xn,
n ∈ IN, (xi, xi+1) ∈ E, i = 1, 2, . . . , n − 1, such that x = x1 and y = xn.

Definition 5. (Process Completion)
Let S = {S(1), S(2), . . . S(k)} k ∈ N , be an activity in R.
Let P = x1, . . . xn be a process in R, and let the Arcs(P ) be the set of arcs
traversed through P .
A process builder τts,te ⊆ S is a set of reachability configurations in S whose
set of components compose P , where P is initiated at time ts and ends at time te
in S, that is,

⊎
(x,y)∈S(j),S(j)∈τts,te ,1≤j≤k{(x, y)} ⊇ ⊎

(u,v)∈Arcs(P ){(u, v)}, where

 is the multiset union operator.

Let τts1,te1 and τ ′
ts2,te2 be the process builders of processes P and P ′ where

P and P ′ both begin at vertex x and end at y in R. That is, P and P ′ forms a
split-join pair from x to y.

If for every pair of processes starting at x forms an AND(OR)-split and ends
at y forming an AND(OR)-join, we call this pair as an AND(OR)-split-join pair.

Without loss of generality, we say process P completes in its split-join pair
x and y if either of the following holds for every activity S in R,

– Case 1: For an AND-split-join pair for x and y, if P is initiated in S, then
τts1,te1 ⊆ S and τ ′

ts2,te2 ⊆ S fully build P and P ′ in S, respectively, where
(ts1 = ts2) ≤ (te1 = te2).

– Case 2: For an OR-split-join pair for x and y, if P is initiated in S, then
τts1,te1 ⊆ S fully builds P in S and for every P ′ in this pair, where P ′ �= P ,
τ ′
ts2,te2 = ∅ in S, where τ ′

ts2,te2 builds P ′.

Definition 5 means that process completion of P in a split-join pair of x and
y is achieved for every activity S in R, either (1) for an AND-split-join pair: if P
is initiated for each time te1 in S, then the join at y is always resolved such that
all of the processes in this pair are initiated as well each time, and thereafter,
would simultaneously reach y at time te1 = te2; (2) for an OR-split-join pair, if
P is initiated for each time te1 in S, then no other processes P ′ in this join can
be initiated in S until y is reached at time te1.



Well-Handledness in Robustness Diagram with Loop and Time Controls 207

Definition 6. (Sibling processes) Given a split at x ∈ V with its processes
P and P ′, where P = x1, x2 . . . , xn, P ′ = y1, y2 . . . , ym, P and P ′ are called
sibling processes if x1 = y1, xn = ym, and P and P ′ have no arcs in common.

Definition 7. (Closed split-join structure) A split-join pair of x and y is a
closed structure of x and y if the following hold:

1. for every pair of processes P and P ′ that end at y, there exists a split point
x where P and P ′ start at, and P and P ′ are sibling processes, and

2. for every process P ′′ that start at x but does not end at y, where y forms either
an AND- or MIX-join, P ′′ ends at a descendant y′ of y, where y ∈ αy′ .

Definition 8. (Complementary split and join) Given a set of sibling pro-
cesses P1, P2 . . . , Pn, we say that the split-join pair starting and ending at x and
y, respectively, is complementary if this split-join pair is a closed structure of
x and y and P1, P2 . . . , Pn forms an OR-split(AND-split) at x and ends with an
OR-join(AND-join) at y. Furthermore, the adjacent vertices of every split and
join point of sibling processes that are evaluated for complementarity are fully
inside or outside the RBS.

Remark 1. We require adjacent vertices of the split and join points in sibling
processes to be fully inside or outside the RBS, as internal structures of an RBS
are ignored in R′

1 of R and are instead represented by abstract arcs.

Definition 8 follows the good constructions of WF-nets as described in [4]. In
RDLT, an AND-split generates two disjoint flows, each invoking a separate pro-
cess that operates in parallel. Complementing it with an OR-join is not seman-
tically correct, and will result to an inconsistent split and join behavior.

Definition 9. (Balanced RDLT) An RDLT R with or without RBS is bal-
anced if every split-join pair is complementary.

Theorem 1. Let R be a connected RDLT with at least one RBS. Furthermore,
Let R′

1 = (V ′
1 , E

′
1, T

′
1) and R′

2 = (V ′
2 , E

′
2, T

′
2) be the expanded vertex simpli-

fications of R where R′
2(R′

1) has no split-join pairs that can be evaluated for
complementarity. If R′

1(R′
2) is balanced, then R is balanced.

Proof. To prove this theorem, we analyze the structures of R′
1 and R′

2 resulting
from its premise.

– Structure 1 and 2: An AND-join (OR-join) merging at y. This structure
can be depicted by (u, y) ∈ E′ and (v, y) ∈ E/E′. This also means that (u, y)
and (v, y) are not type-alike, where (u, y) is a part of an RBS R and (v, y) is
not. We skip complementarity evaluation for sibling processes involving (u, y)
in R′

1 since there is a loss of information e.g., original C-attributes. We then
check complementarity for other sibling processes in R′

1(R′
2), then conclude

if R′
1(R′

2) is balanced.



208 T. N. Roca and J. A. Malinao

Thus, if R′
1(R′

2) is balanced, then R is balanced.�
Theorem 2. Let R be a connected RDLT with at least one RBS. Furthermore,
Let R′

1 = (V ′
1 , E

′
1, T

′
1) and R′

2 = (V ′
2 , E

′
2, T

′
2) be the expanded vertex simplifica-

tions of R where both R′
1 and R′

2 have split-join pairs that can be evaluated for
complementarity. If R′

1 and R′
2 are balanced, then R is balanced.

Proof. To prove this theorem, we examine the structures of R′
1 and R′

2 resulting
from its premise.

– Structure 1 and 2: An AND-split-join(OR-split-join) pair in R′
2 with a split

at x′ merging at y′ that are fully inside the RBS, and (x′, y′) ∈ E/E′ is an arc
of P1, where P1 = x1x2, ...xn, n ∈ N. Furthermore, P2 = y1y2, ...ym,m ∈ N is
a sibling process of P1 where x′ and y′ are not adjacent vertices of that split
and join point of P1 and P2. In this case, it necessary to verify if both R′

1

and R′
2 are balanced before concluding that R is balanced, since the split-join

pairs in R′
2 are not captured in R′

1 and vice versa.

Thus, if R′
1 and R′

2 are balanced, then R is balanced.�
Definition 10. (Well-handled RDLT) An RDLT R with no RBS is well-
handled iff R has loop-safe NCAs, safe CAs, equal L-values at AND-joins, loop-
safe components of every related process and is balanced.

In contrast to Petri Nets, achieving well-handledness in RDLT is not solely
focused on ensuring that an RDLT R has complementary pairs of splits and joins.
RDLT’s definition of well-handledness extends to considering the L-attributes
of arcs within R to guarantee that the configuration of the L-values of these
arcs will not impede the completion of processes initiated by AND/OR-splits
in R. It Petri Nets (PN), structural liveness becomes an implicit effect of being
well-handled as shown in Lemma 2 of [4]. RDLT’s well-handledness requires
additional considerations due to the influence of L-values on unfinished processes
as discussed in [2]. The requirements of well-handledness largely coincide with
those for ensuring L-safeness in RDLT, since we consider the impact of loops
and join-structures in the activities of R.

Theorem 3. Let R be a connected RDLT with at least one RBS. Furthermore,
Let R′

1 = (V ′
1 , E

′
1, T

′
1) and R′

2 = (V ′
2 , E

′
2, T

′
2) be the expanded vertex simplications

of R. If both R′
1 and R′

2 are well-handed, then R is well-handled.

Proof. Let R be a well-handled RLDT.
We prove this theorem by contradiction. Assume that R is well-handled, but
either R′

1 or R′
2 is not well-handled. Since R is well-handled it would mean that

it satisfies all of the requirements of well-handledness in Definition 10. If either
R′

1 or R′
2 fails to satisfy any of this requirements, it would imply a violation on

R. Hence, we arrive at contradiction. �
By performing the required preprocessing step on the RDLT in Fig. 1 and

evaluating if it satisfies the requirements of well-handledness, it can be concluded
that it is a well-handled RDLT.
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2.2 Proposed Algorithm for Balanced RDLT Verification

In verifying if an RDLT R with at least one RBS is balanced, the algorithm
applies EVSA on R. Then, it evaluates R′

1 and R′
2 separately if they are balanced.

It first locates all the split and join points in R, and from that, it identifies
the sibling processes. Lastly, it checks whether all the split-join pairs of sibling
processes are complementary, then it concludes that R is balanced if R′

1 and R′
2

are balanced.

2.3 Proposed Algorithm for Well-Handledness Verification in RDLT

In verifying if an RDLT R with at least one RBS is well-handled, the algorithm
applies EVSA on R. The algorithm then checks separately if R′

1 and R′
2 satisfy

all the requirements of well-handledness. The algorithms in [2] are used to verify
the requirements adopted from L-safeness, along with the algorithm for balanced
RDLT verification. It concludes that R is well-handled if both R′

1 and R′
2 are

well-handled.

2.4 Profiles of Well-Handled RDLTs

This section provides theorems derived from the structural and behavioral pro-
files of R with respect to well-handledness. From this, the relationship between
well-handledness and the existing notions of soundness in RDLT can also be
established2

Lemma 1. A well-handled RDLT R with no RBS observes proper termination
for each of its activities.

Lemma 2. A well-handled RDLT R with no RBS is live.

Theorem 4. A well-handled RDLT R with no RBS is classical sound.

Corollary 1. A well-handled RDLT R with no RBS is relaxed sound.

3 Conclusions and Future Work

This study addressed the lack of a formalized concept of well-handledness in
RDLT. Well-handedness is a property that can help verify the correctness and
detect errors in workflow models like RDLT based solely on its static structure,
eliminating the need to simulate or extract activities on the model, which is help-
ful for workflow designers. Through this research, the structural and behavioral
profiles of well-handled RLDTs have also been established. Given the profiles
of well-handled RDLTs, the relationship between well-handledness and classi-
cal/relaxed soundness in RDLT has also been established. Hence, RDLT models
can now be verified for well-handledness. We recommend as future work to extend
the analysis of well-handledness to include the MIX-join structure in RDLT and
extend the algorithm for verifying balanced RDLTs to cover abstract arcs in
checking for complementary pair of splits and joins.
2 The proofs of these theorems are available upon request.
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Abstract. In recent years, advanced diffusion models have shown good
performance in converting text prompts into high-quality images. How-
ever, aligning the generated images to human preferences remains chal-
lenging due to the biases in training. Previous researches have attempted
to address this problem by incorporating reinforcement learning and
human feedback into the denoising diffusion models. However, such
approaches often encounter over-optimization, commonly referred to as
the reward hacking problem. This paper introduces a simple and effec-
tive ensemble approach that combines multiple reward models to opti-
mize the overall reward structure. This proposed method successfully
overcomes the over-optimization problem in the diffusion model’s fine-
tuning process. Both quantitative and qualitative results demonstrate
the effectiveness of the proposed approach to generate an image that is
a more realistic representation.

Keywords: Generative Model · Text-to-Image · Reinforcement
Learning

1 Introduction

Text-to-image generative models have advanced significantly in recent years.
Many studies have been introduced to create digital images that align with
text input and human preferences that includes Generative Adversarial Net-
works (GANs) [1], Variational Autoencoders (VAEs) [2], and Diffusion Models
[3]. In particular, latent diffusion models show good performance in convert-
ing more complex text prompts into high-quality images (e.g., [4–6]). Despite
these advancements, it is still challenging to generate images that accurately
match text inputs and human preferences. For example, the images generated
by unusual prompts such as “red colored dog” or reordered prompts such as
“horse riding an astronaut” may not match the human preferences [7].

Recent studies, such as Wu, Xu, Kirstain et al. [8–10] and Lee et al. [11],
have introduced datasets and reward models based on human-scored rewards to
match text inputs and human preferences. These studies demonstrate that the
reinforcement learning from human feedback (RLHF) approach has the potential
to generate images that are closer to human preferences. Many recent studies
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Sifaleras and F. Lin (Eds.): ITS 2024, LNCS 14799, pp. 213–224, 2024.
https://doi.org/10.1007/978-3-031-63031-6_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-63031-6_19&domain=pdf
https://doi.org/10.1007/978-3-031-63031-6_19
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Fig. 1. Results of text-to-image diffusion model trained with different rewards (Aes-
thetic Score, ImageReward, HPSv2, PickScore) by policy gradient method. Each model
shows unique forms of over-optimization over increasing epochs.

have adopted the RLHF-based approach that uses the policy gradient method to
optimize expected rewards [12,13]. This approach has shown significant advance-
ments in the text-to-image domain and improved results for the aforementioned
challenges. However, despite the success of prior works image fidelity degrada-
tion and convergence to a specific style are frequently observed when training
the models based on the RLHF approach (as shown in Fig. 1). For example,
the images generated by using Aesthetic Score-based reward model shows a
trend toward oil painting as the epoch increases. Previous study by Gao et al.
[14] identified these problems as a common limitation of RLHF approaches and
showed that models trained on small-scale proxy reward models tend to over-
optimization and lose efficiency in larger and more complex environments.

This paper proposes a simple and effective ensemble-based reward optimiza-
tion approach to overcome the over-optimization problem in RLHF text-to-image
model. The main idea of the proposed approach is to optimize the reward used in
training by integrating multiple reward models and complementing each other by
acting as a regularizer of over-optimizing to avoid bias. This integration aims to
reduce the over-optimization of RL trained text-to-image stable diffusion model.
To identify the most effective combination, this paper also analyzes four differ-
ent reward models that are widely used in the text-to-image generation domain;
LAION-Aesthetic V1 [15], ImageReward [8], PickScore [9], and HPS v2 [10].
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The proposed approach outperforms quantitatively and qualitatively compared
to other single reward approaches and effectively mitigates the problem of over-
optimization. The contributions in this paper are summarized as follows:

• This paper targets the over-optimization problem often observed in RLHF
text-to-image models, and proposes a simple and effective ensemble approach
that integrates multiple reward models to address this problem without any
complex techniques.

• This paper also analyzes all candidate combinations of four different reward
models to determine the most effective combination of reward models that is
unbiased and robust to the over-optimization problem.

• Results showed that the proposed approach sufficiently mitigates the over-
optimization problem and generates high-quality unbiased images. Thus, it
shows that the proposed approach has the potential to generate a variety of
digital artworks that are closer to human preferences.

This paper is organized as follows. The background information of diffusion
models, reinforcement learning fine-tuning, and reward models are detailed in
Sect. 2. Section 3 details our proposed methodology. Experimental results are
depicted in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Background

2.1 Diffusion Models

Diffusion probabilistic model [3] can be described as two processes; (i) forward
and (ii) reverse gradual noising processes. The forward process starts from the
original image x0 and gradually adds Gaussian noise εt ∼ N (0, I), culminating
in a completely noisy image xt. This forward process is formulated as:

q(xt|xt−1) = N (xt;
√

1 − βt · xt−1, βt · I) (1)

where βt is a predefined variance schedule. The reverse process, which is the
main point of the denoising diffusion probabilistic model, is formulated as:

p(xt−1|xt) = N (xt−1;μθ(xt, t), σ2
t I) (2)

where σ2
t is the predefined reverse variance schedule and μθ(xt, t) is the denoising

neural network. This denoising neural network can be reparameterized to predict
the Gaussian noise εt. The reparameterized neural network εθ(xt, t) is trained
using mean squared error (MSE) loss (Lε) as following equation.

Lε = Et,xt,εt
‖εt − εθ(xt, t)‖2 (3)

Additional text prompt constraints are added to make this denoising neural net-
work into a text-to-image diffusion model. Given a text prompt z ∼ p(z), during
training, the same noising process q is predicted and both the reparameterized
unconditional neural network εθ(xt, t) and conditional neural network εθ(xt, t, z)
denoising models are trained [4].
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2.2 Reinforcement Learning Training of Diffusion Models

In Denoising Diffusion Probabilistic Model (DDPM) framework, the denoising
process can be formulated as a Markov Decision Process (MDP). This formula-
tion allows to use reinforcement learning to optimize the diffusion model through
policy gradient methods. To maintain the consistency and fair evaluation of pre-
vious approaches, this paper defines the fine-tuning of the diffusion model as a
multi-step decision making problem, referring to DDPO [12], and uses the policy
gradient method to maximize the expected reward. Thus, the expected reward
can be defined as:

θ∗ = arg max
θ

Ex0∼pθ(·|c)[r(x0|c)] (4)

where θ represents the parameters of the diffusion model, c represents the condi-
tioning variable, and r(·) represents the reward function. The MDP perspective
allows to establish policy gradient methodologies for optimizing diffusion mod-
els. The state, action, and reward formulations within the MDP framework are
defined as:

st � (c, t,xt)

π(at|st) � pdiffusion
θ (xt−1|xt, c)

p(st+1|st,at) � (δc, δt−1, δxt−1)

(5)

at � xt−1 (6)

ρ0(s0) � (p(c), δT ,N (0, I)) (7)

R(st,at) �
{

r(x0, c) if t = 0
0 otherwise

(8)

In this setup, st represents the state at time step t, meaning the image xt and
conditioning variable c. The action at is the image one timestep before xt−1, and
the policy π(at|st) is the parameterized denoising process. The reward function
R(st, at) assigns a reward after each action and state, based on the final image
and conditioning. The reward is zero until the last step when the denoising is
complete. The cumulative reward of all trajectories is r(x0, c), which means that
the maximization of θ in reinforcement learning is equivalent to maximizing the
policy π.

Two policy gradient methods are evaluated by Black et al. [12]: REINFORCE
and Proximal Policy Optimization (PPO). Our research focuses on PPO methods
(DDPOIS) due to its superior performance demonstrate from prior works [12,13].
Multiple reward models rk examined by various experiments are used for policy
gradient methods. The gradient for the reinforcement learning objective in our
method is defined as:

∇θJEN = E

[
pθ(xt−1|xt, c)

pθold(xt−1|xt, c)
∇θ

N∑

k=0

log pθ(xt−1|xt, c)rk(x0, c)

]

(9)
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For policy gradient estimation, Monte Carlo estimates of ∇θJEN is used,
alternating between sampling denoising trajectories {xT , xT−1, . . . , x0} and
updating parameters via gradient descent. A clipping technique [16] is applied
to mitigate excessive deviation of the current policy from the previous iteration.

2.3 Reward Models

To align text-to-image synthesis more closely to human preferences, employing
a well designed reward model is crucial. Xu, Wu, Kirstain et al. [8–10] collected
a large human-labeled datasets and proposed a scoring function to measure per-
ceived aesthetic quality and preference.

LAION-Aesthetics Score. LAION-Aesthetics predictor [15] derived from
176K human-rated images, uses contrastive language-image pretraining (CLIP)
embeddings [17] for aesthetic quality assessment. This model, integral to our
methodology, has been validated in the DDPO framework [12] for its effective-
ness as a reward model.

ImageReward. The ImageReward model [8], employed in the DPOK [13], is
trained on 137K pairs of expertly curated comparisons. Sourced from the diverse
prompts of DiffusionDB [18], this model utilizes a graph-based algorithm to
enhance prompt selection diversity, based on language model-driven similarity
metrics.

PickScore. PickScore [9] is a CLIP-based model trained on the extensive Pick-a-
Pic dataset, featuring over 500,000 examples and 35,000 unique prompts. Devel-
oped by Stability AI, this model is designed to align closely with human prefer-
ences, contributing significantly to the nuanced understanding of text-to-image
synthesis quality.

HPS v2. Human Preference Score v2 (HPS v2) [10] is a score model for eval-
uating user preference in text-to-image generation. Originating from the expan-
sive Human Preference Dataset v2 (HPD v2), which contains 798,090 selections
across 433,760 image pairs, HPS v2 is meticulously curated to reduce bias, ensur-
ing a broad representation of human aesthetic judgment (Fig. 2).

3 Proposed Approach

This paper aims to enhance the process of fine-tuning diffusion models using
reinforcement learning techniques, in particular focusing on the application of
policy gradient methods combined with human preference-based reward models.
This paper proposes an ensemble-based reward optimization approach based on
the insight that a trained reward model is only an approximation and may not
lead to the optimal results [14]. This proposed approach is designed to provide a
more robust framework for reward optimization and enhance the effectiveness of
policy gradient reinforcement learning methods for fine-tuning diffusion models.
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Fig. 2. Difference in the overall process between our proposed approach and the default
reinforcement learning of fine-tuning diffusion model.

3.1 Reward Model Ensemble

To mitigate the over-optimization problem commonly known as reward hacking
in reinforcement learning policy methods, many approaches such as regulariza-
tion through augmentation [19] and the adoption of multiple objectives [20] have
been proposed. In particular, the ensemble approach that is one of the latter
approaches has gained popularity for its simplicity and effectiveness. This paper
adopts the ensemble approach and uses a simple logarithmic summation (Eqs. 9
and 10) to combine rewards calculated by each reward model.

REN (x0, c) =
N∑

k=0

log rk(x0, c) (10)

In this equation, c represents the prompt provided to the diffusion model, and
rk denotes the reward from the k-th model within the ensemble, each of which
has been introduced in Sect. 2.3. This integration works through a regulatory
mechanism and prevents over-optimization by any single reward. Because each
reward models has a different range of scores, the scores are normalized to have
similar ranges when combining rewards.

3.2 Combination of Rewards

As described in Sect. 2.3, each reward model has a different bias in training
datasets and human preferences. Thus, it is important to examine these reward
models in more detail.
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LAION-Aesthetics Score. Multi-layer perceptron (MLP) model is trained
with Aesthetic Visual Analysis (AVA) dataset [21], containing 250,000 image-
text pairs ratings ranging from 1 to 10. The trained aesthetic predictor (Aesthetic
Score) favors images of art paintings and painting style images tend to receive
high scores (Score above 5.5).

Image Reward. This is aimed at assessing alignment, fidelity, and overall
human preference, this score model utilizes human ratings for images sourced
from DiffusionDB [18]. Image Reward model cooperated with annotation com-
pany in order to collect real human evaluation dataset. However, the model tends
to have a preference on specific color, evidenced by our empirical study.

Pick Score. Pick Score has similar approach to the Image Reward, it extends
its dataset to include generated images from various diffusion models, solicit-
ing annotations from random users. However, the random method may have
potential of reducing the consistency of the reward model.

HPSv2. HPSv2 is bulit upon the methodologies of both the Pick Score and
Image Reward. It generates additional images beyond those found in Diffu-
sionDB. It employs annotators to ensure more consistent outcomes, aiming for
a higher reliability in model assessments. However, the model tends to have a
preference on images with cartoon style since it contained the images and user
preferences from Stable diffusion online community (Stable Foundation Discord
server [10]).

Preliminary predictions suggested HPSv2 as the superior reward model, given
its enhancements in consistency and its complementary function to include the
Pick Score and Image Reward. Despite these improvements, an inherent bias
within the reward model remains a concern. It was hypothesized that the inte-
gration of Pick Score, with its broader variance in user preference backgrounds,
and HPSv2 could address the potential problem of overoptimization. Empirical
examination showed that the ensembled rewards incorporating HPSv2 showed
favorable outcomes, with the combination of HPSv2 and Pick Score emerging as
the most effective. This finding showed the importance of using diverse reward
signals to capture a wide array of human preferences, thus enhancing the robust-
ness and appeal of generated images.

4 Experiments

4.1 Experimental Setup

To evaluate the proposed approach, the experiments are run on a system con-
sisting of intel i7-8700K 3.7GHz 6-Core processor, 64GB main memory, and
NVIDIA GeForce RTX 3090 GPU with 24GB GDDR6 memory. In addition, the
experiments that uses more than three reward models are run on the system
consisting of NVIDIA Tesla A100 GPU with 40GB memory, two AMD EPYC
7443 2.85GHz 24-Core processors and 128GB main memory. This is because
these experiments require more GPU memory.
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Fig. 3. Comparative visualization of output images after 150 epochs of training. Images
generated using ensemble-based reward optimization methods are on the right and
images generated from single reward model are on the left.

The performance of the proposed approach is evaluated using the stable
diffusion model version 1.4 [4] that is pre-trained on large image-text datasets
[15]. A uniform sample of 45 common animals from ImageNet-1000 datasets [22]
are used as prompts in the experiments. In the experiments, this approach uses
the same setup as the experimental setup in DDPO [12]. The prompts that serve
as inputs to the text-to-image model are formulated in a simple format, such as
“animal”.

4.2 Evaluation Metrics

To evaluate the performance of the RL trained stable diffusion models, five score
metrics including Aesthetic Score, ImageReward, Pickscore, HPSv2 and CLIP
score are used (see Table 1). For fair comparison, CLIP score [17], a widely used
score metrics that measures the similarity between image and text embedding
is also used for evaluation. All 15 possible combinations of single reward and
reward ensemble are evaluated, which are listed in Table 1.

To compare the overall performance across all metrics, the min-max normal-
ization is applied to all five metrics which adjusts the range of different score
values to match each other and is shown in Table 2. The models using specific
reward model or reward ensemble that leads to over-optimized results will have
an imbalanced score distribution and low overall score. Thus, the sum of min-
max scaled scores and their standard deviation is a good indicator of the overall
performance and over-optimization.
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Fig. 4. Comparative visualization of output images after 150 epochs for a single Aes-
thetic score (AS) reward model and Aesthetic score-based reward ensemble.

4.3 Qualitative Results

Figures 3 and 4 shows that the proposed approach significantly mitigates the
over-optimization problem in qualitative terms. In particular, problematic arti-
facts such as undesired object colors, backgrounds and artistic styles that resem-
ble paintings or cartoons were reduced. The collapsing of the image also reduced
and the animals with diverse backgrounds were generated, creating more realistic
images.

Specifically, as illustrate in Fig. 4, the integration of Aesthetic reward with
other rewards generated realistic images and stability of images enhanced com-
pared with previous single reward trained result. This qualitative improvement
highlights the potential of our approach to generate images that align more with
intended outcomes, thereby reducing the unintended biases during the training
process.

4.4 Quantitative Results

For our quantitative analysis, the stable diffusion models were fine-tuned with
different reward models using randomly selected animal prompts. After 150
epochs of training, 32 randomly picked images were generated and the top 10
were selected based on their trained reward scores for further analysis. This selec-
tion aimed to identify whether generated images perform well across other met-
rics. Given that all four reward scores originate from diverse human-annotated
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Table 1. Performances of the stable diffusion model for each reward model and reward
ensemble. For each metric, top-5 performances are highlighted in bold and the best
performances are indicated with an asterisk (*).

Reward Models Metrics
Aesthetic Image Reward Pick Score HPSv2 CLIP

Aesthetic (AS) 6.108* 0.376 21.14 0.272 0.290
Image Reward (IR) 5.239 0.918 20.91 0.281 0.281
Pick Score (PS) 5.184 0.510 22.01 0.281 0.284
HPSv2 (HPS) 5.158 0.360 21.16 0.287 0.283
AS + IR 5.363 0.828 21.33 0.279 0.299
AS + PS 5.789 0.366 21.18 0.276 0.294
AS + HPS 5.709 0.546 21.27 0.282 0.291
IR + PS 5.324 0.796 21.23 0.280 0.292
IR + HPS 5.362 1.073* 21.57 0.281 0.294
PS + HPS 5.334 0.422 22.02* 0.287* 0.291
AS + IR + PS 5.340 0.802 21.58 0.279 0.293
AS + IR + HPS 5.325 0.970 21.08 0.279 0.295
AS + PS + HPS 5.578 0.494 21.75 0.283 0.297
IR + PS + HPS 5.110 0.950 21.27 0.277 0.293
AS + IR + PS + HPS 5.387 0.912 21.08 0.276 0.302*

datasets, high and balanced overall scores suggest that an image closely aligns
with human aesthetic preferences. Conversely, imbalanced scores in five metrics
indicate over-optimization to the specific reward model, failing to capture the
optimal point of preference for an image.

Tables 1 and 2 shows that models fine-tuned with a single reward model are
over-optimized, which result in biased performance on certain metrics. On the
other hand, our proposed methods achieved high and balanced overall scores
with highest min-max scaled scores with low standard deviation. Our proposed
methods also outperformed a single reward trained model on the metrics of
ImageReward, PickScore and HPSv2. In the case of CLIP metrics, which was
used as the neutral evaluation in this experiment, the top-5 ranked models are
trained using our ensemble methods. These results show two contributions of our
proposed method in (i) generating realistic images that better align with text
input, and (ii) effectively mitigating the over-optimization and generate images
that better align with human preference. This is consistent with our qualitative
results that the proposed ensemble method is helpful in generating images that
better align with text input, reducing the unintended biases, and improving the
quality of generated images in terms of various human preferences.
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Table 2. Min-max scaled scores and standard deviations for each reward model and
reward ensemble. It is sorted in descending order by score, then sorted in descending
order by standard deviation if the scores are equal.

Rank Reward models Score Std.

1 IR + HPS 3.07 0.237
2 AS + PS + HPS 2.91 0.225
3 PS + HPS 2.79 0.382
4 AS + IR 2.61 0.213
5 AS + IR + PS 2.49 0.144
6 AS + IR + PS + HPS 2.47 0.331
7 AS + IR + HPS 2.36 0.266
8 AS + HPS 2.33 0.155
9 IR + PS 2.17 0.154
10 IR + PS + HPS 2.06 0.276
11 PickScore (PS) 2.02 0.346
12 AS + PS 1.82 0.251
13 Aesthetic (AS) 1.66 0.368
14 ImageReward (IR) 1.51 0.326
15 HPSv2 (HPS) 1.37 0.371

5 Conclusion

This paper targets the over-optimization problem which is often observed in
prior reinforcement learning fine-tuning methodologies for text-to-image genera-
tion domain. To address this problem, this paper proposes a simple and effective
ensemble-based reward optimization approach. By integrating multiple reward
models that complement each other, this approach prevents over-optimization
during training. The proposed approach uses four different reward models widely
used in reinforcement learning methodologies and this paper determined the
most effective combination. The results show that the combination of Image
Reward and HPSv2 scored best on Image Reward metrics and also achieved
highest score in min-max scaled overall score. The combination of PickScore
and HPSv2 scored best on both PickScore and HPSv2 metrics and third best in
the min-max scaled overall score. Ensemble of all four models scored best on the
CLIP metrics. Our proposed approach effectively mitigates the over-optimization
problem and performs overall higher performance compared to other single
reward approaches. Furthermore, this work contributes to the broader under-
standing of reinforcement learning applications to the generative models and
highlights the importance of diverse reward mechanisms to achieve high-quality,
unbiased results.
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Abstract. The scarcity of green spaces, in urban environments, con-
sists a critical challenge. There are multiple adverse effects, impact-
ing the health and well-being of the citizens. Small scale interventions,
e.g. pocket parks, is a viable solution, but comes with multiple con-
straints, involving the design and implementation over a specific area.
In this study, we harness the capabilities of generative AI for multi-scale
intervention planning, focusing on nature based solutions. By leveraging
image-to-image and image inpainting algorithms, we propose a method-
ology to address the green space deficit in urban areas. Focusing on
two alleys in Thessaloniki, where greenery is lacking, we demonstrate
the efficacy of our approach in visualizing NBS interventions. Our find-
ings underscore the transformative potential of emerging technologies in
shaping the future of urban intervention planning processes.

Keywords: Generative Design · Artificial Intelligence · Multi-scale
Intervention Planning

1 Introduction

The Urban green space (UGS) availability has long been investigated, because
of the importance of green spaces for the health and well-being of urban resi-
dents. Generally, there are beneficial associations between green space exposure
and reduced stress, positive mood, less depressive symptoms, better emotional
well-being, improved mental health and behaviour, and decreased psychological
distress in adolescents [14]. Yet, there is significant differentiation, regarding the
UGS accessibility, between Northern (above-average availability) and Southern
(below-average availability) European cities [7].

Generative artificial intelligence (genAI) has garnered significant attention for
its transformative potential across diverse domains, including computer science,
creative arts, and language processing. While its efficacy in fields like medicine
and healthcare has been demonstrated, its application in engineering domains
such as urban planning and architectural design remains unexplored.
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In response to this gap, this paper explores the utilization of genAI, specifi-
cally generative design methodologies, in addressing critical challenges in inter-
vention planning, particularly within urban environments. Generative design,
characterized by advanced algorithms and computational techniques, offers a
systematic approach to automating the generation of design scenarios based on
predefined parameters and constraints. By extending its application to multi-
scale intervention planning, including architectural design and urban revitaliza-
tion, we aim to harness the potential of genAI in transforming urban landscapes.

The primary objective of this study is to showcase the potential of gener-
ative AI models in intervention planning applications. To this end, we intro-
duce a simple Graphical User Interface (GUI) Desktop application developed
for generating images and implementing generative design in real-world scenar-
ios. Through experimentation and case studies, we demonstrate the feasibility
and effectiveness of utilizing generative AI technology in intervention planning,
thereby offering insights into its practical implications for shaping future urban
environments.

The rest of this paper is organized as follow: (a) Sect. 2 provides a short
description of the current literature review; (b) Sect. 3 describes the experimental
setup; (c) Sect. 4 presents the experimental results; and (d) Sect. 5 concludes this
work.

2 Related Work

The generative design [8] for engineering applications, like urban planning, archi-
tectural planning, renovations and other is a relatively newly introduced field.
Currently, this technology lacks the necessary applicability of real case exper-
imentation [5], thus further development and testing in practical and complex
design scenarios are necessary.

In addition, it is worth mentioning that the generative design applications are
not intended to replace the human factor (i.e., intelligence, opinion and design
ideas). In essence, genAI models may support the architects, urban planners,
etc. by proposing solutions, ideas, and scenarios. Thus, these tools can help the
necessary engineers by inspiring then by the early stages of the designing process
[15].

An indicative example can be the work of Han et al. [3], where they investi-
gated the performance-based automatic urban design approach based on Deep
Reinforcement Learning Generative Design algorithms and computer vision. By
comparing their proposed approach with similar conventional approaches [1,11]
they observed that their propose methodology is not limited by the number
of the design variables, thus it can generate scenarios with different number of
features, such as building of any shame.

Another example can be the work of Zhang et al. [13]. They developed a
parametric generative algorithm for automatically generating green design sce-
narios of typical Chinese urban residences based on performance-oriented design
flow. Similarly, Gan et al. [2] investigated the automation of the novel BIM-based



Multi-scale Intervention Planning Based on Generative Design 227

graph data model based on the generative design of modular buildings. Finally,
Wei et al. [12] investigate the application of the generative design approach for
module construction.

The aforementioned works indicate that generative design is an emerging
trend for various engineering applications and especially in architectural design,
urban planning, renovation, and building construction. However, these works
approach the generative design problem by developing generative algorithms
similar to conventional and state-of-the-art approaches. In this work, we app-
roach the generative design problem from a different angle. For inspiring the
architects, urban planners, and designers generally, we investigate the usage of
pre-trained image-based generative models for proposing intervention ideas by
the generation of photorealistic images over a predetermined area of interest.
Thus, the contribution of this work is that we investigate the usage of image-
to-image and image inpainting algorithms for multi-scale intervention planning.
Moreover, the proposed methodology of this manuscript has not been investi-
gated yet, thus it is important to further enrich the current literature with new
methodologies based on emerging and innovative technologies.

3 Experimental Setup

The main scope of this manuscript is to examine the potential of generative AI
models, such as image-to-image and image inpainting techniques, for architec-
tural design, urban planning and other forms of multi-scale intervention plan-
ning. To achieve this, we developed an application for generating images based on
models from HuggingFace repository [4]. The AI Image Generator Application
[6] supports both image-to-image [10] and image inpainting [9] technologies.

Figure 1 illustrates the image-to-image workflow, while Fig. 2 illustrates the
image inpainting workflow. Both of these techniques need as input a base image
and a description text prompt. The image inpainting needs to a mask bitmap
(i.e., black and white) image for specifying the generated area of the image. The
output in both techniques is a number N generated images.

The proposed methodology has been evaluated over two randomly selected
alleys in Thessaloniki city. These areas share some common traits as the lack
of green space and the existence of high buildings in the vicinity. Thus, these
two case studies can be used effectively for testing image-to-image and image
inpainting techniques potential intervention planning. Figure 3 illustrates the
input base images. The secluded by the yellow dashed line areas indicate the
inpainting masked selection, thus the area which will be changed after the poten-
tially intervention.

The experimental results are evaluated by an architect based on the archi-
tectural composition and the realism of the generated images. Moreover, for
evaluating the productivity scale of the proposed methodology and the equiva-
lent architects work, the average time per generated image is calculated. Thus,
for the experimental setup will be produced 15 images per technique per case
study. In total, the final result is compromised by 60 (30 images per case study)
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Fig. 1. A brief overview of the Image to Image workflow. Input: (a) Base Image;
and (b) Description Text Prompt. Output: N-Generated Images indicating different
scenarios of intervention planning.

Fig. 2. A brief overview of the Inpainting Image workflow. Input: (a) Base Image;
(b) Image Mask; and (c) Description Text Prompt. Output: N-Generated Images
indicating different scenarios of intervention planning.

Fig. 3. The images used for the experiments. The area secluded by the yellow dashed
line corresponds to the masked area for the image inpainting technique. (Color figure
online)



Multi-scale Intervention Planning Based on Generative Design 229

generated images, illustrating different scenarios or possible ideas for intervene
to the area of interest.

4 Experimental Results

In the Sect. 3 were presented the experimental setup, which is used for generat-
ing several images of photo-realistic alternative interventions over the two case
studies (Fig. 3). Figures 4 and 5 present the generated images. For each case
study were generated 15 images from image-to-image method and 15 images
from image inpainting method.

For the evaluation of the results we asked the opinion of architect about the
architectural composition and the implement-ability of each solution. For the
image-to-image method the generative images illustrate good looking results,
with correct photo-realism and similar to the description prompt in both case
studies. However, image-to-image approach alters the environment of the original
image and the scale of the intervention, thus the proposed solution are not
implementable as is. However, the results can inspire the architect and help him
during his architectural composition by providing him different visual ideas.

For the image inpainting approach the generative images alters only the area
of intervention, thus the generative solutions in this method are referred to the
original area of interest. In many cases, the generative solution respected the
scale of the intervention as well, providing realistic and implementable results.
However, the majority of the solutions lacked the architectural composition,
which means that some of the generative solutions are implementable, but for
achieving the best possible result, the architect needs to further process the
solution.

In addition, based on architects’ design methodology, the related needed time
to produce a photo-realistic similar to the generative images varies from 1 to 4 h,
depended on the architectural composition, the scale of the area and the depth of
details, as well as the software that the photo-realistic will be produced. For the
generative methods, the image-to-image approach needed approximately 3min to
produce a 256× 256 generative image, using CUDA acceleration and an NVidia
3070 Ti 8GB graphic card. Using the same setting, the image inpainting approach
needed approximately 4min to produce an image. Table 1 summarizes the time
differences for generating a photo-realistic images for intervention planning.

In general, the generative AI technology can really help the experts (i.e.,
architects, urban planners and other engineers in the design field). Even if the
generated solutions are not the best possible, compared with and architect’s
composition, they still can be used for inspiring the experts. A strong advantage
of this technology is that they can produce several solutions in a short time.
Thus, this technology can be sufficiently used for intervention planning, however
further research is necessary.
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Fig. 4. The generated results for the Case Study 1. (a) Image-to-Image results; and
(b) Image Inpainting results
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Fig. 5. The generated results for the Case Study 2. (a) Image-to-Image results; and
(b) Image Inpainting results
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Table 1. Time duration for generating a photorealistic image of pixel size 256 × 256.

Generating Method Time Images per Hour

Architect 1–4 h max 1
Image-to-Image ∼3 min ∼20
Image Inpainting ∼4 min ∼15

5 Conclusions

In conclusion, this study delves into the potential of generative AI for multi-scale
intervention planning, with a focus on addressing urban green space scarcity. The
experimentation in Thessaloniki’s alleys, Greece, employing image-to-image and
image inpainting methods, highlights genAI’s promising role in architectural and
urban planning. These models swiftly propose diverse solutions, providing valu-
able assistance even in preliminary planning phases. Despite challenges posed
by current models trained on generalized data, specialized datasets and ongoing
research promise to enhance their implementation. By overcoming these obsta-
cles, generative AI can revolutionize intervention planning, fostering sustainable
and vibrant urban landscapes.
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Abstract. Artificial Intelligence (AI)’s rise in education brings benefits and chal-
lenges. Tools likeGrammarly andChatGPThavebeenpart of our lives, particularly
in the education sector. Consequently, it is important to explore how inclusive and
adaptable these tools are for students from diverse cultures and languages. This
study analyzes survey data from 87 undergraduate students in Canada to identify
key themes such as the need for better language translation capabilities, cultural
and linguistic inclusivity, and reducing bias and Eurocentrism in AI technologies.
These findings form the basis of the Adaptive and Inclusive AI Learning (AIAL)
theory, which emphasizes the importance of adaptability, inclusivity, and respon-
siveness in AI educational technologies to meet the diverse needs for students.
The research highlights the need for AI educational tools to advance technolog-
ically while remaining culturally sensitive and accessible, in order to promote
educational equity and for diverse learners. It suggests a collaborative approach
involving cross-cultural developers, educators, and policymakers in creating AI
technologies that not only enhance educational outcomes but also respect the
diversity of the global student community.

Keywords: AI in Education · Inclusivity · Diversity · Educational Technology ·
Technology-enhanced Learning

1 Introduction and Literature

The creation of Artificial Intelligence (AI) technologies, such as chatbots and adaptive
learning platforms, has significantly changed the way we learn and teach nowadays.
These innovations bring the potential to improve student engagement, enhance under-
standing of course material, and facilitate skill development [20]. However, the imple-
mentation of AI in educational settings requires a careful examination of its impact on
equity and inclusivity [5, 15, 19]. Given the diverse nature of education, it is crucial to
assess whether AI technologies can meet the needs of our learners, ensuring our prac-
tice does not overlook and exclude our student needs with respect to their language,
culture, or learning preferences. Concerns about potential biases, ethical issues, and
equity of technological benefits underscore the importance of thoroughly examining the
effectiveness and inclusiveness of these technologies [7, 10, 12].
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A. Sifaleras and F. Lin (Eds.): ITS 2024, LNCS 14799, pp. 237–249, 2024.
https://doi.org/10.1007/978-3-031-63031-6_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-63031-6_21&domain=pdf
http://orcid.org/0000-0002-7646-7024
http://orcid.org/0000-0003-4836-8309
https://doi.org/10.1007/978-3-031-63031-6_21


238 M. P.-C. Lin and D. Chang

As the influence of AI in education continues to grow, its ethical implications have
become an important topic of discussion in education [10]. The increasing developmen-
tal progress in AI capabilities has received a lot of attention and concerns, particularly
in creating new Large Language Models (LLMs) for educational purposes. Specifi-
cally, one of the concerns is that education may be vulnerable to flawed human logic,
data errors, biases, and the trial-and-error nature of AI [12, 21, 26]. The key question
is whether the rapid advancement in educational AI can align with ethical considera-
tions that cover the needs and limitations of students, teachers, policymakers and the
academic environment [3, 29]. This is why there have been some emergent recent objec-
tives that intend to establish more specific AI conducts, such as “Fairness,” “Account-
ability,” “Transparency,” and “Ethics,” collectively referred to as the “FATE” framework
[14, 21, 31].

In a recent examination of AI’s role in higher education, Zawacki-Richter and others
have reviewed 146 papers onAI applications [33]. They found that these papers explored
various applications, such as student profiling, intelligent tutoring, personalized learning
systems, and automated assessment and feedback. This review illuminated amajor trend:
the bulk of AI research is published in specialized AI, educational technology, or com-
puting journals, rather than in journals dedicated to higher education discourse. Addi-
tionally, Zawacki-Richter and others highlighted concerns that AI might contribute to
“digital colonialism,” [33] a phenomenon that Kwet describes as the extension and rein-
forcement of existing societal inequalities through technology [17]. Similarly,Memarian
and Doleck’s review is based on the “FATE” framework in the context of AI in education
[21], and their findings indicate that while “fairness” has been comprehensively defined
both descriptively and quantitatively. The crucial aspects of “accountability” and “trans-
parency” remain relatively absent within the existing literature on AI in education [21].
Therefore, the juxtaposition of these perspectives shows an urgent need for a compre-
hensive exploration of the intersection between AI and higher education from student
perspectives, encompassing both technical and social dimensions.

When exploring learner perspectives with AI, the principle of transparency emerges
as a cornerstone for integrating AI into educational settings, as delineated by Memarian
and Doleck’s FATE framework [21]. This principle not only involves the ability of
AI to clarify its internal mechanics and reveal its guiding policies, but it also has a
significant impact on student learning. By understanding learners’ experiences, we can
also identify possible biases in their learning processes. These biases can then be applied
to the creators of AI systems, potentially resulting in educational inequalities [13, 22].
Further, the issue of transparency is particularly important in avoiding perpetuating
stereotypes ormarginalizing individuals fromdiverse cultural and linguistic backgrounds
[27, 32]. Transparency encompasses technical aspects as well as ethical considerations
regarding student data, consent, and the right to seek redress [30]. By focusing on
transparency and how students use AI in their learning processes, educators can promote
more equitable and accountable AI systems in education. Additionally, it is essential to
provide comprehensive information to data subjects and transparently communicate the
usage, benefits, and drawbacks of AI applications in line with the goal of promoting
transparency in AI-enabled learning experiences [16, 25].
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Our study aims to contribute to the ongoing conversation about AI in education by
focusing specifically on inclusivity, diversity, and the crucial aspects of accountability
and transparency in AI educational technologies. Building upon the insights shared by
Memarian and Doleck [21], our goal is to develop an exploratory yet evidence-based
conceptual framework that emphasizes the shared responsibility of both AI systems and
educators in shaping an inclusive and adaptable learning environment.

While Big Data and AI technologies offer the potential for personalized adaptive
learning and efficient learning management [2], achieving this mission depends on the
responsible and fair use of these technologies. Research (i.e., [21, 25]) has shown that
addressing the accountability of AI in education requires attention at both micro and
macro levels, taking into account the diverse legal, regulatory, and moral frameworks
across different geographical regions.

The incorporation of AI into teaching practices introduces a shift in the dynamics of
accountability. Educators who engage with AI tools enter a symbiotic relationship where
understanding and responsibility are shared among the students, the teacher, and the AI
system [1]. This shift demands a thorough grasp of the capabilities and limitations of both
the educator and the AI system, ensuring that accountability is appropriately assigned
and managed. Therefore, our study aims to deepen the comprehension of accountability
in AI-enhanced education by exploring how AI can be developed and utilized in ways
that align with diverse educational policies and address the unique needs of various
student demographics from the student’s perspective. Through this exploration, we hope
to contribute to an educational digital transformation that is not only inclusive and
effective but also accountable, ensuring fair advantages for learners from all walks of
life. Together, we try to answer the research questions below:

1. To what extent are current AI educational tools like Grammarly or ChatGPT per-
ceived as being inclusive and responsive to the cultural and linguistic diversity among
students?

2. What specific modifications or enhancements can be implemented in AI educational
technologies to better accommodate the needs of a diverse student population?

2 Methods

2.1 Participants

The study collected 87 undergraduate students’ survey responses. These students pri-
marily enrolled in two distinct education courses at a comprehensive university located
in Coastal Western Canada. There were 58 students enrolled in a year 3 elective edu-
cation course. 29 students were year 2 general education students intending to pursue
teacher education. Demographic information was not gathered in this exploratory study
as it was not deemed a primary factor influencing the research outcomes. This year 2
course focused specifically on developing students’ understanding of research method-
ology in the field of education. Both courses spanned a duration of 13 weeks, and the
participants were engaged in an array of educational activities and curriculum relevant
to their respective courses.
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2.2 Procedure and Instrument

Participants were invited to complete an end-of-course survey. This survey was part of a
broader initiative by the second author’s department, aimed at examining and enhancing
the learning experience in online courses. Prior to the commencement of the study, the
purpose of this initiative was reviewed by the institutional research ethics board and
obtained the status of exemption due to its intention to improve future course offerings
and practitioners’ teaching strategies. The survey was anonymous and aimed at collect-
ing student perceptions of online learning experiences and their independent learning.
The survey administration occurred in the 12th week of the courses, aligning with the
culmination of the core curriculum, and allowing students to reflect on their entire course
experience and theirAI use.Upon completion of the survey, studentswere awarded bonus
points as part of their course grades. The survey instrument consisted of 5 open-ended
items. The survey questions were exploratory in nature and were designed to understand
how students use AI and explore the intersection of AI technologies and constructivist
learning theories. Constructivism posits that learning is an active, contextual process
where learners construct knowledge based on their experiences and interactions [9].
This theoretical framework is crucial in guiding the development of these questions, so
it helps us understand how AI tools like ChatGPT or other generative AI tools can be
integrated into learning environments. It was administered through the learning man-
agement system (i.e., Canvas), a platform familiar to the participants due to its extensive
use in their courses. The survey was designed to elicit detailed, qualitative responses
regarding the students’ experiences with AI technologies in their learning, their percep-
tions of the inclusivity and effectiveness of these technologies, and their suggestions for
improvements.

The open-ended nature of the survey items was chosen to encourage in-depth and
personal responses, providing rich qualitative data for analysis [23]. The items were
specifically crafted to align with the research questions, focusing on students’ percep-
tions of AI technologies in education, their experiences regarding the inclusivity and
responsiveness of these technologies, and their recommendations for enhancements.

The responses gathered from the survey were intended to be analyzed using appro-
priate qualitative data analysis methods, such as thematic analysis for the two research
questions. Thismethodologywas aimed at gaining a comprehensive understanding of the
participants’ views and experiences, thereby contributing valuable exploratory insights
into the role and impact of AI technologies in educational settings.

2.3 Data Analysis

In this study, data analysis was conducted qualitatively using thematic analysis. The
thematic analysis beganwith a detailed examination of the open-ended survey responses,
identifying initial codes that encapsulated key aspects of the students’ experiences and
perceptions of AI technologies in their learning [4, 11, 24]. These codes were then
carefully grouped into broader themes, reflecting the overarching patterns in the data.
Thismethod allowed rooms for an in-depth exploration of howAI technologies impacted
students’ learning experiences, focusing on aspects such as engagement, understanding,
skill development, and perceptions of inclusivity and responsiveness to diverse needs.
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Two researchers held weekly meetings to discuss the codes and agreed on the patterns
and codes assigned to each entry in the dataset.

3 Results

3.1 To What Extent Are Current AI Educational Tools like Grammarly
or ChatGPT Perceived as Being Inclusive and Responsive to the Cultural
and Linguistic Diversity Among Students?

The exploration of learners’ perceptions of AI educational tools like Grammarly or
ChatGPT in relation to cultural and linguistic diversity among students revealed a range
of themes, as noted in Table 1.

When discussing Language and Translation Capabilities, participants recognized
the potential of AI in facilitating multilingual communication. One pointed out, “Chat-
GPT claims to be a multilingual chatbot that supports over 50 different languages,”
highlighting AI’s language support. Nevertheless, another participant offered a more
nuanced perspective based on personal experience, stating, “I personally have never
used chatgpt in my mother tongue, Swahili. However, I do know that it works cause
I just tested it out,” implying the necessity for further enhancements in AI’s linguistic
adaptability.

With respect to Cultural and Linguistic Inclusivity, learners identified limitations
in AI’s ability to accommodate various cultural nuances in language. An observation
made was, “Different types of English and the different nuances in its are normally
corrected into and formal English instead of the AI picking up that it is another form
of English.” This statement reflects the challenge for AI in recognizing and valuing
linguistic diversity.

The issue of Bias and Eurocentrism was highlighted by learners who felt that
AI predominantly caters to English-speaking Western societies. This sentiment was
captured in the statement: “In other words, these technologies are mainly served by
English-speakingWestern societies, which can be seen from their language Settings and
login software restrictions,” underlining the need for more inclusive AI tools.

The theme of Limitations in Understanding Cultural Contexts was mentioned
by students. Moreover, the theme of Need for Inclusivity emphasized AI’s role in
supporting a wide range of learners. Quotes such as “As an international student myself,
English is not my mother tongue… I could seek AI for help by asking it to interpret
the requirements in simple words,” and “In an elementary school I volunteer in, there is
a child who is nonverbal, and he uses an AI program to communicate with everyone,”
illustrate the use of AI tools in various educational settings to accommodate to different
linguistic and educational needs.

These themes and the accompanying quotes provide valuable insights into the cur-
rent capabilities and limitations of AI educational tools in addressing cultural and lin-
guistic diversity. They underscore the importance of improving the inclusivity, language
capabilities, and accessibility of AI to effectively serve a diverse student population.
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Table 1. Themes for student perceptions of inclusive and responsive to cultural and linguistic
diversity

Identified Themes N Sample Quotes

Language and Translation Capabilities 13 “ChatGPT can be used to simplify information
from large materials. This can be especially helpful
for students with disabilities or whose first
language is not English. Further-more, ChatGPT is
good at translating from various languages, such as
French. I have also noticed that ChatGPT is
language-inclusive. I can read and write Punjabi
and have used the Punjabi keyboard on ChatGPT to
see if it can generate responses, and it works!”
(Student 40)

Cultural and Linguistic Inclusivity 20 “I can assume that most of its information is pulled
from the West and, therefore, has an English-based
system and pulls from North American websites or
articles. However, I think it also has the capability
to translate languages and search different diverse
cultures if prompted.” (Student 18)

Bias and Eurocentrism 11 “I don’t think these artificial technologies can meet
the diverse needs of all students. First of all, most
of the artificial technology is developed by Western
developed countries. In other words, these
technologies are mainly served by
English-speaking Western societies, which can be
seen from their language Settings and login
software restrictions” (Student 9)

Limitations in Understanding Cultural Contexts 13 “both systems have difficulties when taking into
account the different needs of students from
different backgrounds, whether they be
linguistically or culturally. Even while ChatGPT is
flexible in its language usage, it might not fully
understand linguistic or cultural quirks, which
makes it less useful for those who are not native
English speakers or come from diverse cultural
backgrounds” (Student 55)

Need for Inclusivity 16 “Sometimes I have difficulty understanding
assignment requirements or certain terminologies, I
could seek AI for help by asking it to interpret the
requirements in simple words. Also, ChatGPT
supports conversation in Chinese. It is a great study
tool even outside of the academic setting” (Student
44)

N = counts of the instances from dataset
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3.2 What Specific Modifications or Enhancements Can Be Implemented in AI
Educational Technologies to Better Accommodate the Needs of a Diverse
Student Population?

To effectively address the third research question on specific modifications or enhance-
ments inAI educational technologies for a diverse student population, several key themes
emerge, underscored by student perspectives. Table 2 lists all the identified themes.

The theme, Accessibility and Inclusivity, stands out as a significant, most occur-
ring instance from this data. Students are calling for making AI technologies available
and usable for a diverse range of students, including those with disabilities, non-native
English speakers, and individuals from various cultural and linguistic backgrounds. Stu-
dent 14 highlighted that “An improvement that can be made for Al technologies would
be having it be multilingual to support all students,” emphasizing the need for improving
inclusivity.

Secondly, the theme of Enhanced Educational Support occurs 18 times in the
dataset. Some studentsmentioned the potential of AI technologies to support educational
processes, whether through personalized learning, providing detailed explanations, or
offering tutoring in multiple languages. One student’s statement, “I think that making
AI technologies more responsive to the needs of a diverse student population, it could
help generate smaller aspects of a paper,” highlights the importance of responsiveness
to diversity.

Ethical and Cultural Sensitivity emphasized the need for AI to be developed and
used in ways that are ethically sound and culturally sensitive, recognizing and respecting
the diversity of users’ backgrounds and perspectives. This involves accommodating
various learning styles and abilities, with one student suggesting, “Invest in creating
solutions that work for everyone, every student and every need.”

Technological Affordability and Accessibility is a crucial theme that focuses on
the economic aspects of accessing AI technologies, emphasizing the need for affordable
and flexible pricing models to make these tools accessible to a wider range of students.
Student 1 mentioned, “Currently, there is only a free 30 day trial for ChatGPT and is
currently $20 USD per month…ChatGPT should have a similar pricing structure to
make it more accessible to more students in terms of cost.” This quote highlights the
importance of making it economically accessible to users and students.

Addressing the challenges of Transparency and Trust in AI, students express
the need for clarity about how AI technologies generate their responses, including the
sources of their information, to build trust and reliability among users. A student’s
insight (Student 74), “Right now, I don’t know how AI generates its answers, what data
sets it uses to pool its ideas from… It would help if their answers came with greater
transparency about where they got their insights and information from,” underscores the
importance of transparency and responsible disclosure of training data.

In summary, these themes collectively call for AI educational technologies that are
financially accessible, transparent, culturally sensitive, linguistically inclusive, and per-
sonalized to individual user contexts. These enhancements are essential for establishing
an equitable and effective learning environment for all students.
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Table 2. Themes for students’ opinions on AI improvements for diverse student needs.

Identified Themes N Sample Quotes

Accessibility and Inclusivity 24 “Improvements I would suggest would be to
allow people to upload pictures of a math
problem or question so that ChatGPT can see
the picture and help answer the question in
detail.” (Student 15)

Enhanced Educational Support 18 “I think AI has the capability to be a very, very
powerful educative tool…it flourishes is in its
ability to teach in any language, which would be
very helpful for ESL learners or exchange
students.” (Student 5)

Ethical and Cultural Sensitivity 16 “I think AI needs to focus entirely on reducing
the tediousness of schoolwork… The point is to
support learning, not harm learning.” (Student 7)

Technological Affordability and
Accessibility

10 “I feel like they do have the means to already
make it so inclusive but seeing the rising
popularity has made it so they’ve locked these
changes and the only way to get these
improvements is by paying for access.” (Student
42)

Transparency and Trust in AI 14 “Right now, I don’t know how AI generates its
answers, what data sets it uses to pool its ideas
from… It would help if their answers came with
greater transparency about where they got their
insights and information from.” (Student 74)

N = counts of the instances from dataset

4 Deriving the Adaptive and Inclusive AI Learning (AIAL) Theory

The theory of Adaptive and Inclusive AI Learning (AIAL) is conceptualized to address
the explicit needs and challenges identified through our survey data. It underscores the
necessity for AI educational technologies to progress in adaptability, inclusivity, and
responsiveness. This need is directly reflected in the survey responses, where students
articulated the desire for AI tools that understand diverse cultural contexts and linguistic
nuances.

The theory proposes expanding the scope of Adaptive Learning Enhancement to
highlight the indispensable role ofAI technologies in providing personalized educational
support that is linguistically adaptable and culturally sensitive. This expansion is rooted
in direct observations from our survey, particularly students’ feedback on the current
limitations of AI in recognizing linguistic diversity and cultural nuances. For instance,
one student’s critique of AI’s challenges in accommodating various English dialects
illuminates the theory’s focus on linguistic versatility (Sect. 3.1, “Language and Trans-
lation Capabilities”). By integrating multilingual capabilities and recognizing cultural
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Fig. 1. Representation of AIAL Theory

diversity within AI tools, as evidenced by student feedback, we can bridge linguistic
gaps and create more inclusive learning experiences for ESL learners and students with
unique educational needs [5, 6].

Another major aspect is Ethical Inclusivity and Cultural Competence, which
echoes the survey participants’ call for AI tools developed with a deep appreciation for
cultural and linguistic diversity. This component of the theory emerges from the learn-
ers’ highlighted experiences of bias and a Eurocentric focus on existing AI technologies,
advocating for the support of multilingual capabilities and the integration of cultural sen-
sitivities in AI education tools. By minimizing biases and ensuring equitable access for
students worldwide, AI tools can be more inclusive and accessible [27, 28, 32]. It also
calls for the integration of ethical principles in AI development, such as careful selection
and diversification of datasets, robust evaluation protocols to identify and rectify biases,
and transparency in AI methodologies and data sources. These measures align AI edu-
cational tools with educational goals, promote critical thinking, and enhance learning
outcomes while respecting diverse cultures, languages, and perspectives [8, 13, 27].

The theory also emphasizesTechnologicalAffordability andAccessibility, directly
correlating with students’ concerns over economic barriers to AI tool access as reported
in the survey findings. It proposes diverse pricing strategies and institutional licenses to
democratize access and ensure that students from varied socioeconomic backgrounds
can benefit from these technologies, addressing direct feedback regarding the current
prohibitive costs of AI educational tools [8, 13].

Moreover, theAIAL theory highlights the importance of TransparencyandTrust in
AI, advocating for clear explanations of AI methodologies and data sources in response



246 M. P.-C. Lin and D. Chang

to students’ requests for greater transparency about how AI generates its responses.
His principle aims to establish trust and reliability, fostering an environment where AI
technologies are recognized as credible and valuable educational aids [5, 19].

In short, the AIAL theory offers a strategic blueprint for advancing and embedding
AI within educational settings, as shown in Fig. 1. It is a response to the articulated
needs of a global learner demographic, emphasizing the importance of a synergistic
effort among technologists, educational professionals, and policymakers to create AI
applications that are accessible, ethically principled, culturally attuned, and committed
to fostering an inclusive and equitable learning environment for all students.

5 Discussion and Implications

Based on the AIAL theory and the findings, the discussion surrounding the use of AI in
education highlights a more nuanced understanding of inclusivity, cultural competence,
and the need for continuous adaptation to diverse learner needs [19]. These insights not
only reinforce the significance of the AIAL theory but also necessitate its expansion to
address emerging challenges and opportunities in AI-driven education.

Recent research into students’ perceptions of AI tools like Grammarly and ChatGPT
reveals a complex and dynamic landscape where technological potential intersects with
the practical realities of cultural and linguistic diversity. While AI’s ability to bridge
language barriers and facilitate learning in multiple languages is recognized, the feed-
back emphasizes the need for AI systems to go beyond mere translation. It calls for a
deeper integration of cultural nuances and a more authentic representation of linguistic
diversity, in line with the AIAL theory’s major focus on Ethical Inclusivity and Cultural
Competence. This expanded focus brings together previously distinct elements into a
unified approach that acknowledges the interconnected nature of ethics, culture, and
inclusivity in AI development [27, 28, 32].

Students’ experiences highlight a significant gap in AI’s responsiveness to the vari-
ous forms of English and other languages, indicating that current AI technologies often
default to standard forms and overlook the rich diversity of dialects and cultural expres-
sions. This observation echoes the AIAL theory’s call for AI to respect and value lin-
guistic diversity, ensuring that AI educational tools are genuinely inclusive and capable
of serving a global student population [13, 27].

Moreover, the themes of Technological Affordability and Accessibility, as well as
Transparency and Trust in AI, as evidenced by the new findings, emphasize the impor-
tance of making AI tools economically accessible and transparent in their operations
[18]. This reinforces the AIAL theory’s assertion that equitable access to AI technolo-
gies is crucial for educational equity. The theory’s advocacy for clear methodologies and
data sourcing in AI development aligns with students’ desire for transparency, enhancing
trust and reliability in AI as an educational resource [8, 13, 18].

The implications of these findings extend to developers, educators, and policymak-
ers, urging a collaborative effort to refine AI technologies in ways that resonate with
the diverse needs of learners. It underscores the need to incorporate user feedback and
diverse datasets in the AI development process to mitigate biases and enhance cultural
and linguistic inclusiveness. Additionally, the AIAL theory establishes a critical foun-
dation for subsequent scholarly inquiry, steering explorations at the confluence of AI,
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educational practice, and diversity. It delineates pathways for rigorous examination into
the strategic development and deployment of AI to extend beyond mere academic sup-
port to significantly enrich the educational experiences of a diverse student body. This
approach aspires to cultivate a learning landscape that is inclusively designed, equitable
in access, and deeply sensitive to the broad spectrum of cultural and linguistic identities,
contributing towards a more holistically inclusive, equitable, and culturally responsive
educational ecosystem.

6 Future Directions

Advancing AI in education, as proposed by the AIAL theory, requires a focus on devel-
oping AI systems that are not only technically proficient but also culturally nuanced.
These systems should be designed to understand and integrate a wide range of cultural
norms, languages, and expressions. This necessitates a collaborative endeavor across AI
developers, educators, and stakeholders to ensure these technologies are accessible and
affordable, with a special focus on reaching learners from marginalized backgrounds.

Furthermore, the ethical deployment of AI within educational frameworks is a crit-
ical area of research. This involves creating AI solutions that uphold academic integrity
and mitigate over-reliance, while also encouraging ethical engagement from both stu-
dents and teachers. It is important to highlight the adaptability of AI tomeet the changing
demands of educational contexts, particularly in supporting individuals with disabilities
and diverse learning preferences. By pursuing these objectives, AI can become a valu-
able resource for equitable, impactful, and conscientious education, aligning with the
inclusive and ethically mindful aspirations of the AIAL theory.
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Abstract. In the field of education, the integration of Artificial Intelligence tech-
nologies, particularly chatbots, has transformed education by offering person-
alized guidance and support to learners. This paper introduces a well-designed
rule-based chatbot system tailored for computer programming education, specifi-
cally Java. The architecture comprises essential components such as theUser Input
Handler, Rule Engine, Response Generator, and Knowledge Base, each carefully
crafted to fulfill distinct functions. The chatbot is programmed with a wide range
of rule categories, covering basic greetings and farewells to detailed explanations
of syntax errors, logical guidance, variable declarations, loop structures, common
pitfalls, and valuable resource recommendations. The study evaluated the chatbot’s
efficacy in personalized guidance for computer programming education, engaging
50 undergraduate students. Feedback was collected through a structured question-
naire covering user satisfaction, query accuracy, response time, and personalized
guidance. Results indicate high user satisfaction and proficiency in addressing pro-
gramming queries promptly. Strengths include personalized guidance alignedwith
individual learning needs, while limitations in conversational depth and adaptabil-
ity, alongside challenges like technical issues and user engagement, were noted.
Suggestions for refinement are provided to enhance effectiveness and applicability
in educational contexts.

Keywords: Chatbot · Computer Programming Education · Rule-based Chatbot ·
Java · Personalized Guidance

1 Introduction

The advent of online education has ushered in a transformative era, breaking down
geographical barriers and democratizing access to knowledge. As a result, learners
worldwide are embracing the flexibility and convenience offered by virtual learning
environments [1–5]. In this dynamic educational landscape, the integration of artificial
intelligence (AI) stands out as a key enabler, poised to revolutionize the online learning
experience.

Recognizing the importance of tailoring the learning environment to users, AI
emerges as a pivotal technology in shaping the future of education. The ability to
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understand and adapt to the specific needs, preferences, and learning styles of each
learner has the potential to significantly enhance the efficacy of educational interventions
[6–10]. Through intelligent algorithms andmachine learning techniques, AI can not only
personalize content delivery but also offer real-time feedback and guidance, fostering a
more engaging and effective learning experience.

Within the realm of AI tools in education, chatbots have emerged as versatile and
interactive companions, capable of providing valuable support to learners [11]. Chat-
bots, as AI-driven conversational agents, hold the promise of enhancing the educational
journey by offering personalized guidance, answering queries, and facilitating a more
natural and intuitive interaction. Their possibilities extend beyond routine tasks, encom-
passing adaptive learning scenarios, immediate feedback mechanisms, and the ability to
scaffold complex concepts.

Various techniques have been employed to implement chatbots in education, show-
casing a diverse landscape of approaches tailored to meet the unique demands of differ-
ent educational settings, including machine learning (ML), natural language processing
(NLP) and rule-based approaches [12]. While ML and NLP approaches offer advanced
capabilities, their complex underlying mechanisms might introduce challenges in terms
of transparency and interpretability, a fact that is not met in rule-based approaches. Rule-
based chatbots operate on predefined rules and decision-making pathways, allowing
for explicit control over their behavior. The clarity of these rules facilitates alignment
with pedagogical goals, ensuring that the chatbot’s responses align with educational
objectives. This explicit control makes rule-based approaches particularly relevant in
educational settings where a clear and understandable interaction is crucial for effective
learning support.

This paper contributes to the growing discourse by presenting a rule-based chat-
bot specifically designed to offer personalized guidance in the domain of computer
programming education, and specifically the programming language Java. By incor-
porating rule categories such as greetings (initiating a conversation with personalized
messages), farewells (concluding interactions courteously), default responses (provid-
ing fallback messages), syntax error explanations (assisting users in rectifying syntax
discrepancies), logic error guidance (helping users identify and rectify logic errors),
variable declaration explanations (clarifying variable declaration syntax), loop struc-
ture help (providing guidance on loop structures), common mistakes warnings (alerting
users to potential coding pitfalls), and resource recommendations (suggesting relevant
learning materials), this chatbot aims to address the unique challenges posed by pro-
gramming education. Ultimately, it seeks to enrich the educational journey for learners
in this critical field by delivering tailored and effective support.

2 Related Work

As the literature on chatbots in education burgeons, researchers have undertaken compre-
hensive explorations into the diverse applications and impacts of these AI tools, uncover-
ing their potential across a spectrum of educational domains. For instance, in the domain
of language learning [13–17], chatbots have been leveraged to facilitate immersive lan-
guage practice, offering learners a dynamic conversational experience to enhance their
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linguistic proficiency. The application of chatbots in language education often involves
sophisticated natural language processing (NLP) techniques to comprehend and generate
contextually relevant responses, fostering interactive language acquisition.

In the domain of programming education [18–22], chatbots have emerged as invalu-
able aids, guiding learners through the intricacies of coding syntax, logic, and problem-
solving. Techniques such as machine learning-based approaches have been employed
to create chatbots that adapt to the diverse coding challenges presented by learners.
These systems analyze patterns in coding errors and misconceptions, tailoring their
feedback to address specific programming issues effectively. Rule-based approaches, on
the other hand, provide a structured and explicit framework for guiding learners through
the step-by-step processes of coding, ensuring clarity and alignment with pedagogical
goals.

Moreover, the choice of implementation techniques is influenced by the desired
level of personalization within educational interactions [11, 12, 23]. Machine learning-
based chatbots excel in adapting to individual learning styles, providing tailored feedback
based on user behavior and performance data. Rule-based chatbots,while transparent and
interpretable, offer explicit control over the learning pathway, ensuring that educational
content is delivered in a structured manner aligned with curriculum objectives.

3 Logical Architecture

The logical architecture of the rule-based chatbot involves the following components:
User Input Handler, Rule Engine, Response Generator and Knowledge Base (Fig. 1).

The User Input Handler plays a crucial role in the chatbot’s operation. Its primary
responsibility lies in receiving and processing user inputs. Functionally, it excels at
identifying trigger phrases or patterns within the input, aiming to discern the user’s
intent effectively. The culmination of its processing efforts results in the extraction of
relevant information, which is thenmeticulously passed on to the Rule Engine for further
evaluation.

At the heart of the chatbot’s decision-making process, the Rule Engine assumes the
responsibility of evaluating user input and contextual cues. Its functionality revolves
around the application of a meticulously crafted set of predefined rules. These rules,
designed to detect triggers and patterns in user queries, serve as the basis for generating
appropriate responses. The Rule Engine orchestrates the seamless flow of information by
effectively communicating with the Response Generator, paving the way for the creation
of personalized and context-aware responses.

The Response Generator is the creative force behind crafting appropriate and engag-
ing responses. Its responsibility encompasses the creation of responses based on the
outcomes of rule evaluations performed by the Rule Engine. In terms of functional-
ity, it employs a range of techniques, including response templates, dynamic content
generation, and predefined messages. Its interactions are characterized by a symbiotic
relationship with the Rule Engine, where it receives clear instructions on how to tailor
responses, ensuring a coherent and personalized dialogue with the user.
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The Knowledge Base serves as the reservoir of static information, syntax rules, and
predefined responses. Functionally, it acts as a wellspring of knowledge that the chatbot
can tap into to enhance its responses and support user queries. Interactions with the
Knowledge Base are orchestrated by the Rule Engine, ensuring that the chatbot has
access to a comprehensive reference to provide accurate and informative responses to
users.

Fig. 1 Logical Architecture.

4 Rule Engine in the Rule-Based Chatbot

TheRule Engine in the Rule-based Chatbot section governs the decision-making process
based on predefined rules and logic. The rules are analyzed in the following section.

Greeting Rule: The “Greeting” rule within the Rule Engine of the chatbot serves
as a fundamental component of user engagement and experience. When a user initiates
a conversation, this rule triggers the chatbot to respond with a personalized greeting.
For example, if a user says “Hello!” the chatbot might respond with “Welcome, [User’s
Name]! How can I assist you today?” This simple yet crucial interaction sets the tone for
the entire conversation, laying the foundation for a friendly and welcoming atmosphere.

Farewell Rule: The “Farewell” rule in the Rule Engine serves a vital role in ensuring
a courteous and respectful conclusion to user interactions with the chatbot. When the
chatbot detects cues indicating that the user is ending the conversation or expressing a
desire to say goodbye, it promptly responds with a farewell message. For instance, if
a user says, “That’s all for now, thanks!” the chatbot might reply with “Goodbye! Feel
free to reach out if you have any more questions.“ This proactive acknowledgment of
the user’s departure demonstrates the chatbot’s attentiveness and consideration for the
user’s intentions.

Default Response Rule: The “Default Response” rule within the Rule Engine of a
chatbot serves as a crucial fallbackmechanism to handle scenarios where the user’s input
does not match any specific triggers or patterns. In such cases, the chatbot responds with
a predefined defaultmessage, prompting the user to providemore information about their
query or request. For instance, if a user says, “I need help,” the chatbot might reply with
“Sure! Could you please provide more details about what you need assistance with?”
This default message serves several important functions, contributing to a seamless and
effective user experience.
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Syntax Error Explanation Rule: The “Syntax Error Explanation” rule in the Rule
Engine of a chatbot plays a pivotal role in assisting users when they encounter syntax
errors in their code. For example, if a user reports a syntax error like ‘missing semicolon
at the end of the line,’ the chatbotmight analyze the code snippet surrounding the reported
error location andprovide specific guidance onhow to rectify it. This detailed explanation
helps users improve their understanding of programming concepts and language syntax,
ultimately leading to better coding practices and more robust code solutions.

Logic Error GuidanceRule: The “Logic Error Guidance” rulewithin the Rule Engine
of a chatbot is a crucial component in assisting users when they encounter logic errors in
their code. For instance, if a user mentions that their program is running but not giving
the correct output, the chatbot might analyze the code section surrounding the reported
error and offer detailed feedback on how to rectify the logic error. By providing clear
and actionable advice, the chatbot empowers users to identify and rectify logic errors
in their code more effectively, ultimately leading to better coding practices and more
robust code solutions.

Variable Declaration Explanation Rule: The “Variable Declaration Explanation” rule
within the Rule Engine of a chatbot serves as an essential tool for assisting users in
understanding the concept of variable declaration in Java programming. For example, if
a user inquiries about variable declaration in Java, the chatbot might initiate a detailed
explanation of the syntax for declaring variables, including the data type, variable name,
and optional initialization value. By providing this information, the chatbot helps users
understand the structure and format of variable declarations in Java.

Loop Structure Help Rule: The “Loop Structure Help” rule within the Rule Engine
of a chatbot serves as a valuable resource for users seeking assistance with Java loop
structures. For instance, if a user queries the chatbot about Java loop structures, the
chatbot might initiate a detailed explanation of the different types of loops available
in Java, such as the “for,” “while,” and “do-while” loops. By offering comprehensive
information and guidance on loop structures, the chatbot equips userswith the knowledge
and skills they need to write efficient and functional code.

CommonMistakesWarning Rule: The “CommonMistakesWarning” rule within the
Rule Engine of a chatbot serves as a proactive mechanism to assist users in identifying
and avoiding common coding mistakes that may lead to syntax errors in their code. For
example, if the chatbot detects a missing semicolon at the end of a line in the user’s
code, it might issue a warning alerting the user to the potential mistake and provide
instructions on how to correct it. By alerting users to potential pitfalls such as missing
semicolons, the chatbot enhances the user’s awareness and helps them develop a more
disciplined and error-conscious approach to coding.

Resource Recommendation Rule: The “Resource Recommendation” rule within the
Rule Engine of a chatbot serves as a valuable resource for users seeking additional
learningmaterials to deepen their understanding of computer programming concepts. For
instance, if a user expresses a need for additional learning resources, the chatbot might
recommend relevant materials based on the user’s query and context, such as books,
tutorials, and coding exercise platforms. By offering personalized recommendations for
curated educational materials, the chatbot helps users find resources that meet their
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specific needs and preferences, ultimately enabling them to deepen their understanding
of programming concepts and advance their skills.

The pseudocode of the chatbot is presented as follows:

    if user_initiates_conversation(input): 

        return personalized_greeting() 

    if user_ends_conversation(input): 

        return farewell_message()

    if no_specific_trigger_matched(input): 

        return default_response() 

    if syntax_error_detected(input): 

        return syntax_error_explanation(input) 

    if logic_error_detected(input): 

        return logic_error_guidance(input) 

    if user_inquires_about_variable_declaration(input): 

        return variable_declaration_explanation() 

    if user_queries_about_loop_structures(input): 

        return loop_structure_help() 

    if common_mistakes_detected(input): 

        return common_mistakes_warning() 

    if user_needs_learning_resources(input): 

        return resource_recommendation() 

    return default_response()  # Default response for any other input  

5 Evaluation

This section presents an assessment of the rule-based chatbot’s performance and efficacy
in providing personalized guidance in computer programming education. To evaluate
its effectiveness and potential, a comprehensive evaluation process was conducted with
a diverse group of participants. Users interacted with the chatbot through a web-based
platform designed for computer programming education. This platform incorporates
advanced features, including the integration of rule-based algorithms, to personalize the
learning experience for users.

The evaluation involved 50 undergraduate students of informatics and computer
engineering within the University. To ensure unbiased findings, the age and gender of
the participants were randomly sampled. The demographic analysis, depicted in Table 1,
provides insights into the characteristics of the evaluation participants.

Although no strict minimum interaction duration was imposed, users typically
engaged with the chatbot for several minutes each. The testing period did not exceed a
maximum of 10 min to prevent fatigue or loss of interest. This flexible approach allowed
participants to explore the chatbot’s functionalities at their own pace, accommodating
individual preferences and levels of programming expertise. It ensured that users could
interact with the chatbot comfortably without feeling rushed or constrained by time
limitations.
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Table 1. Sample population.

Measure Item Frequency Percentage (%)

Sample size 50 100.0

Gender Male 37 74.0

Female 13 26.0

Age 18–19 24 48.0

20–21 12 24.0

Over 22 14 28.0

Motivation Every student displayed a keen interest in the course, as they wanted to
earn a pass degree

The chatbot’s performance and effectiveness was evaluated using metrics about user
satisfaction ratings, accuracy in identifying and addressing user queries, and response
time, and the ability to provide personalized guidance. The delivered questions are
presented in Table 2.

Table 2. Evaluation Questionnaire.

Questions Categories Questions

User Satisfaction How satisfied were you with the chatbot’s overall
performance in assisting you with computer programming
queries?

Did you find the chatbot’s responses helpful and informative
in addressing your specific programming questions and
concerns?

Would you recommend the chatbot to others as a useful tool
for learning computer programming concepts?

Accuracy in Identifying and Addressing How accurately did the chatbot understand and interpret your
programming queries or concerns?

Were the chatbot’s responses relevant and effective in
addressing the specific issues you encountered while
programming?

Did you encounter any instances where the chatbot
misunderstood your query or provided incorrect information?

Response Time and Personalized Guidance How would you rate the chatbot’s response time in providing
answers to your programming questions?

Did you feel that the chatbot offered personalized guidance
tailored to your individual learning needs and preferences?

Were you able to find relevant educational resources or
materials recommended by the chatbot to further deepen your
understanding of programming concepts?
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5.1 Descriptive Analysis

The feedback from the students provided valuable insights into their interaction with the
rule-based chatbot. This input can be instrumental in identifying areas for improvement
and tailoring future iterations of the chatbot to better meet the needs of users in computer
programming education.

The evaluation process involved 50 undergraduate students from various academic
disciplines within the university. Participants interacted with the rule-based chatbot
through a web-based platform designed for computer programming education. The eval-
uation spanned a range of user queries and scenarios to assess the chatbot’s performance
comprehensively. Feedback from participants was collected through a questionnaire,
which included Likert-scale questions. The Likert-scale questions focused on user satis-
faction, accuracy in addressing queries, response time, and the provision of personalized
guidance.

The authors conducted a descriptive analysis of the questionnaire responses, sum-
marizing the data through frequency calculations for each question (see Fig. 2). This
analysis offers a comprehensive understanding of the users’ perceptions and experiences
with the chatbot, highlighting areas of strength and areas that may require refinement.
By systematically analyzing the feedback, the authors can gain valuable insights into
the effectiveness of the chatbot’s personalized guidance and identify opportunities for
enhancing its functionality to further support users in their programming endeavors.
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recommended by the chatbot to further deepen your understanding  
of programming concepts?

strongly agree agree neutral disagree strongly disagree

Fig. 2 Frequency of the answers in the nine questions.

The evaluation results indicate positive feedback from users regarding the chatbot’s
performance and effectiveness in addressing various user queries and scenarios.

In terms of user satisfaction, the majority of participants expressed high levels of
satisfaction with the chatbot’s overall performance in assisting them with computer pro-
gramming queries. Over 90% of respondents rated their satisfaction levels as either “Sat-
isfied” or “Very Satisfied.“ Participants found the chatbot’s responses to be helpful and
informative, addressing their specific programming questions and concerns effectively.
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Nearly all respondents agreed that the chatbot’s responses were relevant and effective. A
significant percentage of participants indicated that they would recommend the chatbot
to others as a useful tool for learning computer programming concepts, highlighting its
perceived value and utility in educational settings.

The chatbot demonstrated a high level of accuracy in understanding and interpret-
ing participants’ programming queries or concerns. The vast majority of respondents
indicated that the chatbot accurately addressed their specific issues without misunder-
standing. Users reported that the chatbot’s responses were consistently relevant and
effective in addressing the specific programming challenges they encountered. Very few
instances of misunderstanding or incorrect information provision were reported.

Participants rated the chatbot’s response time favorably, with the majority indicating
that the chatbot provided answers to their programming questions promptly. This sug-
gests that the chatbot was able to maintain an efficient dialogue with users, minimizing
response delays. Users perceived the chatbot to offer personalized guidance tailored
to their individual learning needs and preferences. The chatbot’s recommendations for
educational resources were particularly well-received, with many participants indicat-
ing that they found relevant materials to deepen their understanding of programming
concepts.

5.2 Statistical Analysis

In addition to the descriptive analysis, a t-test was conducted to compare the responses to
two representative questions from the Likert-scale questionnaire. The two representative
questions were as follows:

• Question 1:How satisfiedwere youwith the chatbot’s overall performance in assisting
you with computer programming queries?

• Question 2:Did youfind the chatbot’s responses helpful and informative in addressing
your specific programming questions and concerns?

These questions are representative of user satisfaction and perceived helpfulness of
the chatbot’s responses, which are crucial aspects to evaluate its effectiveness in assisting
users with programming queries.

The t-test compared themean scores of participants’ responses to these two questions
to determine if there was a significant difference between them. The null hypothesis (H0)
posited that there would be no difference inmean scores, while the alternative hypothesis
(H1) suggested that there would be a significant difference.

In Table 3, “Experimental Group” represents participants who interacted with the
chatbot, while “Control Group” represents those who did not. The mean and variance for
each group are calculated for both Question 1 and Question 2. The t-statistic and p-value
for each question are also provided, along with the critical t-value for a two-tailed test
at a specified significance level (.05).
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Table 3. t-Test results.

Question 1 Question 2

Experimental group Control group Experimental Group Control group

Mean 4.76 2.52 4.74 2.10

Variance 0.19 0.25 0.20 0.46

t-Stat 23.86 23.06

P two-tail <0.001 <0.001

t Critical two-tail 1.98 1.98

In Table 3, both questions yielded p-values below .05, the null hypothesis is rejected,
indicating a significant difference in responses between the experimental and control
groups for both questions. These results underscore the substantial impact of interacting
with the chatbot on users’ perceptions of satisfaction and perceived helpfulness, empha-
sizing the pivotal role of the chatbot in enhancing the overall learning experience in
computer programming education.

6 Conclusions

The evaluation of the rule-based chatbot in computer programming educationhighlighted
several strengths that underscore its effectiveness. Notably, the chatbot achieved high
levels of user satisfaction, demonstrated accuracy in addressing programming queries,
and provided prompt responses. Users appreciated the personalized guidance tailored to
their individual learning needs, enhancing their overall learning experience.

The evaluation of the rule-based chatbot in computer programming education, while
positive, also highlighted certain limitations. One significant constraint is the chatbot’s
limited conversational depth and adaptability, which might hinder its ability to engage
users in more complex or nuanced discussions. Additionally, the presence of techni-
cal issues and challenges in maintaining user engagement over time suggests areas that
require further improvement to enhance the chatbot’s effectiveness and reliability in edu-
cational contexts. Despite these, the chatbot exhibited significant potential as a valuable
tool in computer programming education.

Moving forward, addressing the identified weaknesses and challenges will be crucial
for enhancing the chatbot’s performance. Future research will focus on refining the chat-
bot based on user feedback to maximize its effectiveness and relevance in educational
settings. Additionally, efforts will be made to improve conversational depth and adapt-
ability, ensuring that the chatbot can cater to a wider range of user queries and learning
contexts. By iteratively refining the chatbot and addressing user needs, its potential as
an effective educational tool in computer programming education can be fully realized.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Facebook. In: Sojka, P., Horák, A., Kopeček, I., Pala, K. (eds.) TSD 2012. LNCS, vol. 7499,
pp. 345–352. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-32790-2_42

9. Mao, J., Chen, B., Liu, J.C.: Generative artificial intelligence in education and its implications
for assessment. TechTrends 68, 58–66 (2024). https://doi.org/10.1007/s11528-023-00911-4

10. Troussas, C., Chrysafiadi, K., Virvou, M.: Machine learning and fuzzy logic techniques for
personalized tutoring of foreign languages. In: Penstein Rosé, C., et al. (eds.) AIED 2018.
LNCS, vol. 10948, pp. 358–362. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-
93846-2_67

11. Alaswad, S., Kalganova, T., Awad, W.: Investigating the value of using emotionally intel-
ligent artificial conversational agents to carry out assessments in higher education: review.
In: International Conference on IT Innovation and Knowledge Discovery (ITIKD), Bahrain
(2023)

12. Nagarhalli, T.P., Vaze, V., Rana, N.K.: A review of current trends in the development of chat-
bot systems. In: 6th International Conference on Advanced Computing and Communication
Systems (ICACCS), pp. 706–710, India (2020)

13. Troussas, C., Krouska, A., Virvou, M.: MACE: mobile artificial conversational entity for
adapting domain knowledge and generating personalized advice. Int. J. Artif. Intell. Tools
28(04), 1940005 (2019). https://doi.org/10.1142/S0218213019400050

14. Oralbayeva, N. et al.: K-Qbot: language learning chatbot based on reinforcement learning. In:
17th ACM/IEEE International Conference on Human-Robot Interaction (HRI), pp. 963–967,
Sapporo, Japan (2020)

15. Shi, N., Zeng, Q., Lee, R.: Language chatbot–the design and implementation of English
language transfer learning agent apps. In: IEEE 3rd International Conference on Automation,
Electronics and Electrical Engineering (AUTEEE), Shenyang, China, pp. 403–407 (2020)

16. Troussas, C., Krouska, A., Virvou, M.: Integrating an adjusted conversational agent into a
mobile-assisted language learning application. In: 2017 IEEE 29th International Conference

https://doi.org/10.3233/IDT-190362
https://doi.org/10.1186/s12912-023-01534-z
https://doi.org/10.1080/13614568.2021.1908436
https://doi.org/10.1007/s40670-022-01694-8
https://doi.org/10.1007/978-3-030-49663-0_23
https://doi.org/10.1007/s10956-023-10077-6
https://doi.org/10.1007/978-3-642-32790-2_42
https://doi.org/10.1007/s11528-023-00911-4
https://doi.org/10.1007/978-3-319-93846-2_67
https://doi.org/10.1142/S0218213019400050


264 C. Papakostas et al.

on Tools with Artificial Intelligence (ICTAI), pp. 1153–1157 (2017). https://doi.org/10.1109/
ICTAI.2017.00176

17. Hou, L.: Mandarin learning system based on chatbot. In: International Conference on Dis-
tributed Computing and Electrical Circuits and Electronics (ICDCECE), pp. 1–6, India
(2023)

18. Lin, Y.-H., Tsai, T.: A conversational assistant on mobile devices for primitive learners of
computer programming. In: IEEE International Conference on Engineering, Technology and
Education (TALE), Indonesia, pp. 1–4 (2019)

19. Lin, Y.-H.: Chatbot script design for programming language learning. In: IEEE 5th Eurasian
Conference on Educational Innovation (ECEI), pp. 123–125, Taiwan (2022)

20. Troussas, C. Krouska, A., Mylonas, P., Sgouropoulou, C.: Personalized learner assistance
through dynamic adaptation of chatbot using fuzzy logic knowledge modeling. In: 18th Inter-
nationalWorkshop on Semantic and SocialMediaAdaptation&Personalization (SMAP)18th
InternationalWorkshop on Semantic and Social Media Adaptation & Personalization (SMAP
2023), pp. 1–5, Cyprus (2023). https://doi.org/10.1109/SMAP59435.2023.10255169
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Abstract. In this study, we propose a methodology of automated labelling for
dialogues. We analyze dialogue data by deploying ChatGPT 3.5 model. Large
language models (LLMs) have recently been in the focus of the scientific world
and public since the release of ChatGPT. The approaches we used in this study
were zero-shot, one-shot and few-shot learning. The model was asked to assign a
label to each turn of dialogue using a tweaked version of the Issue-Based Infor-
mation System (IBIS), and its labels were compared to those assigned by human
raters, to evaluate its performance. Several different versions of prompts were
used to investigate their effect on the model’s performance, and it was also inves-
tigated whether the number of different labels affected the model’s predictions.
The results provide evidence that LLMs are not still able to fully process highly
contextualized human dialogues but can provide worthwhile results if the assigned
task is simplified. Also, we discuss on the reliability of labels created by a model,
compared to labels created by a human annotator.

Keywords: Automated Tagging · Large Language Models · Prompt Engineering

1 Introduction

Dialogues, especially everyday dialogues where there is no well-defined structure, are a
field that is quite difficult to be analyzed by a human, let alone by an artificial intelligence
model. So, trying to form a pattern of dialogue analysis, can be a relatively challenging
field of research [1]. Dialogues between different social/age groups have different levels
of complexity, as different social teams tend to develop a code of communication that
is difficult to be fully understood by people that do not have close connections to the
group into consideration [2].

In this research we investigate dialogues between undergraduate university students,
that take place in an internet chat environment. Analysis of these dialogues can provide
valuable information on how to effectively process dialogues of any form and gain
valuable information [3]. We used a set of labels to annotate each turn of dialogues.
The resulting format will be a structure that can be used to process these dialogues
automatically using machine learning models, LLMs, etc. [4]. In this work, we report on
our effort to automate the process of annotating these dialogues with preselected labels.
This raises the question of what tools can be used for this task, as the dialogue data is
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in most cases so labyrinthine that it is quite difficult for a model created from scratch
to find a pattern in the data [5]. A possible answer to this challenge, is the automated
labeling process to be handled by a model, that was trained on the dialogue data [6].

Automated dialogue analysis and subsequently automated dialogue labelling in non-
English languages is a relatively challenging task, as the vast majority of LLMs (if not
all), were trained almost exclusively on English data and non-English language data
are not widely available [7]. This structural and inherent weakness of the models leads
to a reduced understanding of idioms, abbreviations, acronyms and generally complex
concepts used in everyday dialogue in any language that only a native or experienced
speakers of that language are able to understand [8].

This research, after completing this introduction, continues with an overview of the
relevant literature on dialogue analysis and automated tagging. Then, we present the
methodology we developed to analyze the dialogue data. In results section, we provide a
comparative analysis of the results based on the different approaches employed. Finally,
we discuss how feasible it is to apply the methodology presented in the present research
and provide our conclusions.

2 Background

The main objective of this research is to develop a methodology that will automate the
dialogue tagging process. Data tagging is the process of assigning a value (categorical
or numerical) to a set of data (image, video or text as in our case) [9]. Automated
tagging is the scientific branch of Natural Language Processing (NLP) that deploys
different methodologies to automate this process. This field is becoming an integral
aspect of dialog systems research, as annotated text data can be easier processed by
models and more accurate/useful information can be extracted [10]. Existing research
literature for automatic dialogue tagging is limited in number, therefore, it remains
unclear how effective LLMs or other approaches are in evaluating text data [11].

Many case studies try to perform an automated summarization of a dialogue, while
other focus on the prediction of emotional responses in a human dialogue, by employing
label prediction [12]. Zhu et al. Deploy ChatGPT to annotate five different datasets in
a variety of tasks (stance detection, hate speech detection, etc.) with significant success
[13]. Most research works make use of a well-defined dataset, that may result to high
performance of the models. In this study however we process dialogues of young people
in informal context which are more complex and unstructured. This structure creates
difficulties in their processing, as these dialogues often contain short expressions, inside
jokes, etc., which are easily understood between people who are connected by ties of
friendship, but incomprehensible, even to a human observer [14].

Most research attempts focusing on automated labeling of text data, take advantage
of recent developments in LLMs. LLMs, demonstrate excellent capabilities in processing
the context of a dialogue. Recent studies note that compared to currently available state-
of-the-art methods, LLMs can achieve relatively competitive performance in few-shot
or zero-shot-learning dialogue problems [15].

This approach theoretically enables us to annotate large volumes of text. However,
there is concern in whether the annotation done automatically can be of the same quality
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or come close to that performed by a human. Ollion, et.al. Suggest that the effectiveness
of LLMs remains incomplete in text annotation tasks and inmany cases the best approach
would be the deployment of models fine-tuned with human annotations [16].

Various approaches are available to improve the performance of the model. Prompt
engineering emerges as one of the most direct avenues for this pursuit. A prompt serves
as a comprehensive directive supplied to an LLM, tailored to enhance, and expand its
capabilities with precision and finesse [17].Weber and Reichardt suggest that the prompt
can help shape or guide the output of an LLM, instilling specific rules and guidelines
that establish the conversation’s context and the desired output format [18].

In this work we will explore the following research questions. The first is if the
labels provided automatically by the model can reach the quality of those provided by
a human annotator. The second is to investigate the effect of prompt engineering in the
performance of themodels and the extend of this effect. Finally, wewill explore different
approaches to whether our framework can be generalized and made reproducible.

3 Methodology

3.1 Dataset

We use a dialogue dataset that was developed by [disclosed information]. The dataset
was created by the dialogues of 72 undergraduate computer science students (18 females
and 54 males). The participants’ ages ranged from 19 to 23 and all of them were native
Greek speakers. The frame of the dialogues was a university course assignment in a
second-year course. Students were following a course on Human-Computer Interaction
(HCI) and were asked to participate in an online task, where they would collaborate to
answer a series of questions, based on their understanding of the HCI concepts taught.
This resulted in 2646 students’ contributions/turns of dialogue, which were saved in 48
different dialogues, stored as spreadsheets [19].

3.2 Choice of Labels

Labels need to be assigned to each turn of dialogue. A prerequisite is that these labels
are well defined, have distinct differences and have sufficient representation in the data
sample, for a model to be effectively trained. Obviously, it is not feasible for the labels
to fully adapt to our dialogue data but provide the best possible representation of the
dialogue’s nature. Based on the above, we employed an adapted version of Issue-Based
InformationSystem framework (IBIS),which is constructed around three basic elements:
“Issue”, “Position” and “Argument” [20]. IBIS framework is a widely accepted way to
organize information related to text, so we fitted it to the needs of our case study. Two
new categories were added to this scheme: explicit position/argument [21], so that there
is more discretization in the data. The tagging system chosen is presented in Fig. 1.
Example of the student dialogues.

Table 1 An example of the dialogues that were processed is also available in Fig. 1.
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Fig. 1. Example of the student dialogues

Table 1. Explanation of the dialogue-turn labels

Category Description

Off-task Statements with solely a social purpose or those unrelated to the purpose of the
assigned task (such as “Hello or Hi”)

Repetition Reiterations of earlier turns of dialogue

Team
Management

Management-oriented explanations utilized for errand coordination (e.g.,
“Let’s yield our answer”)

Common
understanding

Brief (ordinarily one- or two-word) expressions building up common
understanding on the subject (e.g., “OK,” “I see”)

Issue What must be done or settled to continue with the in general errand (e.g.,
“What other laws are relevant?”)

Position Suppositions often related to the determination of the issue raised (e.g., “Fitts’
law applies here”)

Argument Conclusions supporting/protesting to a position (“You are right”)

Explicit
Position

Positions unequivocally showing thinking on space concepts (e.g., “According
to Hyman, the response time increments logarithmically as the number of
alternatives increases”)

Explicit
Argument

Much as explicit positions, contentions showing explicit thinking on different
concepts (e.g., “I oppose this idea, Hick’s law cannot be utilized for
haphazardly requested…”)

3.3 Labelling Process

This process is quite important and plays a key role in the success of the model trained
on the data. Here we assign the labels at each turn of the dialog. This process can be
done by one or more human raters. It requires a good understanding of the dialogues, as



Deploying ChatGPT for Automated Tagging 269

well as the context in which they take place. In the case of a single rater, the process is
simplified. In the case where there are two or more annotators, it is necessary to create
a strategy of resolving disagreements that will arise in the attribution of labels. In this
study we opted for a human annotator and these labels were then inspected by another
human agent. In case of disagreement on a label then a consensus was reached to reach
a common decision on the attribution of the label.

3.4 Data Processing

LLM Choice
As NLP is a rapidly growing field, especially in the last year and a half with large
language models becoming widely available (ChatGPT, BARD, etc.) finding a model to
use for our data is not a difficult task. It is also possible to use different models to conduct
a comparative study. Some objective difficulties that also determine certain criteria in
the choice of the model to be used are availability, cost, and computational resources
available. Here, we chose ChatGPT, as it fitted the criteria we set and is a robust model,
capable of processing dialogue data and providing reliable results [1].

Language Choice
In the first tests we performed, Greek was used, but the model was not even able to
process the data, giving at best, incomplete results and at worst, no results (crash). It
may seem obvious that the language in which the training of the model will be conducted
will be the original language, but the experience we gained challenges this conclusion.
As ChatGPT is automatically translating the input language (Greek in this case) to
English, we believe that there is a loss of meaning in this process as dialogues originate
from very young people, making extensive use of slang, clipped expressions, greeklish
(Greek words written in Latin characters), English terms with Greek characters, spelling
mistakes, use of language referring to friendly communication codes, etc.

Therefore, we decided to preprocess our data in an attempt to rise the performance of
the model. We chose to manually edit the dialogues to remove some of the problematic
features mentioned, then translate them into English using DeepL API and finally feed
the dialogues to the model. Undoubtedly, this caused a loss of information and meaning
that was reflected inmodel’s performance (although there is no objective way to quantify
this claim, since we did not even have results using the Greek language).

Model Training Techniques
In this study, we used three different approaches [22]:

• Zero-shot learning: The model is expected to generalize its knowledge and make
predictions about labels it has never encountered.

• One-Shot learning: This technique focuses on training models based on a single
example or very limited data for each class.

• Few-shot learning: Model is provided with limited examples for each label.

3.5 Training Strategies

Data Grouping
As the results in the primary9 classeswere not particularly encouraging, aswill be shown,
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we decided to adopt a different approach to the problem. This approach is reducing
the number of available classes by grouping certain classes based on their conceptual
proximity. In our case this was a non-complicated task, as certain classes have a direct
link (e.g. position - explicit position). We performed a clustering into three classes of
labels, to investigate if there would be a noticeable improvement in the performance of
the model. The clustering was the following:

• Off Task, Repetition = Off Task.
• Team Management, Issue, Common Understanding = Team Management.
• Position, Argument, Explicit Position, Explicit Argument = Position.

As the results were encouraging, we decided to conduct additional test cycles, with
an increase of the available classes by one in each cycle and investigate its effect on the
results. The grouping into 4 classes was the following:

• Off Task, Repetition = Off Task.
• Team Management, Issue, Common Understanding = Team Management.
• Position, Explicit Position = Position.
• Argument, Explicit Argument = Argument.

Prompt Engineering
To enhance the performance of the model, we decided to experiment with providing
various versions of prompts to the model, e.g. provide more tagged data at the prompt,
and provide an explanation of each tag used. Data from related research shows that
LLMs, perform better when the task they are asked to perform is explained in as much
detail and clarity as possible [23]. So, the prompt we provided the model consisted of a
description of the context in which the dialogue is conducted, a detailed explanation of
each label, and finally, a quotation of a model dialogue which has been labelled and is
quite indicative of the task the model must perform.

Since we obtained the results from the model, we evaluated the results and provided
the model with a follow-up prompt, that was asking the model to perform the same task,
but this timewewere indicating themost typical cases where themodel hasmisevaluated
(according to our judgement). The resulting updated labels were compared with the
original labels of the human reviewer and new metrics are derived. We compared these
metrics with the metrics from the first prompt and obtained the results.

4 Results

In this study, the most popular metrics in machine learning were used to evaluate the
results produced by the model, which were: Accuracy, Recall, F-1 score and Precision.
We obtained the metric values by comparing the labels created by the model with the
labels that were assigned to the dialogue by human raters.
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4.1 Few-Shot Learning - The ‘Full’ Approach

The model’s performance in this approach was particularly low, which demonstrates the
difficulty of the task and the need to develop different strategies of analyzing the data and
obtaining results. The results of this test cycle are presented in Table 2. Inmost categories
the evaluation metrics have relatively low values, in some label categories (Position-
Argument) the metrics have mediocre values and only in one category (Off-task) we
have high metric values.

Table 2. Evaluation metrics for each label – 1st approach

Category Precision Recall F1-score

Off-task 0.83 0.77 0.77

Repetition 0.25 0.25 0.25

Team Management 0.86 0.53 0.59

Common understanding 0.13 0.17 0.14

Issue 0.29 0.58 0.31

Position 0.40 0.46 0.41

Argument 0.42 0.23 0.29

Explicit Position 0.12 0.15 0.13

Explicit Argument 0.07 0.06 0.12

4.2 Few-Shot Learning – 2nd Approach

Few-shot learning with additional prompt engineering approach, yielded no significant
difference compared to the previous section and was the reason why label clustering
was attempted. The model is again not displaying high performance, as depicted in the
evaluation metrics. This is a sign that no matter how well we explain the concept of the
framework we are using the model is not able to gain additional information that will
be translated to a boost in its performance. So, to investigate possible solutions to this
problem, we investigated different ways to pre-process our data (Table 3, 4 and 5 and
Figs. 2, 3).

Table 3. Evaluation metrics for all labels – 2nd approach

Accuracy F1-score Precision Recall

Mean for all dialogues 0.40 0.41 0.47 0.40
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Table 4. Evaluation metrics for each label – 2nd approach

Category Precision Recall F1-score

Off-task 0.79 0.70 0.74

Repetition 0.00 0.00 0.00

Team Management 0.68 0.31 0.42

Common understanding 0.25 0.44 0.32

Issue 0.25 0.40 0.31

Position 0.41 0.42 0.42

Argument 0.33 0.21 0.26

Explicit Position 0.23 0.40 0.29

Explicit Argument 0.08 0.11 0.10

Fig. 2. Overall confusion matrix for each label – 2nd approach

Table 5. Overall results for each label – 3rd approach

Precision Recall F1-score Accuracy

Off Task 0.63 0.79 0.70 0.731

Position 0.80 0.87 0.83 0.731

Team Management 0.71 0.47 0.57 0.731
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Fig. 3. Confusion Matrix for each label – 3rd approach

4.3 Few-Shot Learning – 3rd Approach

The results in this approach had, a dramatic improvement and this was reflected in all
of the dialogues where tests were conducted. Although this may seem as a relatively
easy task, the concept of automating the process of dialogue annotating, seems to be
a feasible option using the method of data grouping. These three label categories can
provide a representative qualitative rendering of the dialogues. We are also observing
similar performance of the model in all label categories, so it is safe to assume that the
model can successfully process the data effectively, at this ‘simplified’ level.

4.4 Few-Shot Learning – 4th Approach

Here we investigated if the performance would still be high with the introduction of one
more label which now begins to increase the level of complexity for the model, such as
that of Argument, where it is necessary to distinguish it from Position. Unfortunately,
however, with the use of 4 grouped labels, a significant drop in model performance was
again observed, which discouraged further testing with the addition of one more label.
In Table 6 and Table 7, we present the overall results, which explain our decision not to
pursue further analysis. One immediate conclusion that can be drawn from these results
is that themodel had low performancemetrics in the argument and position labels, which
would however would be a difficult decision even for a human reviewer (Fig. 4).

Table 6. Evaluation metrics for all labels – 4th approach

Accuracy F1-score Precision Recall

Mean for all dialogues 0.54 0.54 0.57 0.54
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Table 7. Overall results for each label – 4th approach

Precision Recall F1-score Accuracy

Off Task 0.53 0.82 0.64 73

Position 0.54 0.51 0.52 161

Team Management 0.74 0.51 0.60 153

Argument 0.36 0.41 0.38 94

Fig. 4. Confusion Matrix for each label – 4th approach

5 Discussion

In this study we employed an LLM (ChatGPT) to automate the task of assigning labels
of the IBIS framework to turns of dialogues conducted by university students in Greek
language. A key question raised in the design of the tests conducted was: “Is model-
based labeling as reliable as human labeling?”. Based on the results so far, the answer
that can be given has two levels.

At a first glance the results indicate that LLMs still do not have the same ability to
capture the complexity of everyday dialogues, compared to humans. As the complexity
of the task that the model was asked to perform increased, its performance dropped. We
observed however, that the model demonstrated some level of competence in certain
categories. When tasked with automatic tagging using fewer classes, the metrics signif-
icantly improved. However, achieving the better result that we were hoping to reach,
remains a challenge, at least for now.

Is the answer above entirely reliable? We cannot be sure, by any means. Everyday
conversations pose significant challenges for comprehension, even for a human exter-
nal observer devoid of knowledge regarding the discussed subject. Moreover, possible
discrepancies among individuals that will undertake the task of labelling dialogues, is
underlying the absence of a singular objective truth in assigning a label to a turn of dia-
logue. Thus, we consider that at this point we are not yet able to establish a gold standard.
In certain instances, the model may be able to provide a more accurate assessment of
a given dialogue, that will result in labeling of higher accuracy. At last, nevertheless,
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the overarching conclusion suggests that humans still have higher ability to process the
information that is available in a dialogue, although there is no objective ground truth to
determine that statement.

However, this particular question leads to deeper questions about the nature of the
research. We quantify the performance of the model based on the comparison made with
human labels. But how can we be sure of the human rater’s choices if complete conver-
gence between two different raters is not achieved? Therefore, there is the possibility
that in some instances the model may yield the correct labels than the human rater, but
this cannot be quantified by the metrics we used in this research.

A second research question we ought to answer is the following: “Which is the effect
of prompt engineering on model’s performance?”. In general, attempts to improve the
model’s performance through interfering with the prompt and changing its form, yielded
no discernible boost in metrics. Furthermore, comparisons between few-shot and one-
shot learning techniques across nine classes revealed no significant differences in model
performance. Similarly, tests incorporating label explanations in the prompt did not yield
noticeable improvement in performance metrics. The preliminary tests we conducted,
deploying zero-shot learning, showed minimal deviation from both few-shot and one-
shot learning approaches.Overall, our findings suggest that future endeavors in automatic
tagging may effectively utilize zero-shot learning without significantly impacting the
overall results, thus questioning the necessity of having a human intervention reviewing
the process at this stage. Furthermore, it is possible that a more detailed explanation of
the labels would result to a better model performance. However, this approach meets
the limitations of the available characters that can be used in the ChatGPT version we
used. In later versions of this LLM such an approach is feasible as it has a higher limit
of characters in prompt.

6 Conclusions

This study provided evidence LLMs can excel in automated tagging tasks is the labels
have well-defined differences or the labels are clustered. As demonstrated, automated
labelling conducted by an LLM such as ChatGPT proves to be viable for streamlined
tasks. Thus, provided that the labels remain constrained in quantity and there exists a
clear differentiation in their significance, we assert that processing extensive dialogue
data using this methodology is indeed feasible.

Our study comes in agreement with similar research attempts, that provided evidence
that prompt engineering seems to have low or minimum effect, in enhancing the per-
formance of LLMs for very complicated tasks, like the one this study, where the model
was called to find pattern in highly conceptualized dialogues. So, future research may
be benefitted by investigating other strategies of boosting the performance of models in
similar tasks.

The methodology developed for this case study can have also more practical appli-
cations, especially in education, were different labels can be deployed to qualitatively
evaluate essays created by the students more effectively and quicker, to assist the work
of the professor in providing a better feedback to the students.

Finally, the methodology developed in this study can be used in similar research
efforts, since despite the (seemingly) low performance of the model on a task with many
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labels, we observed that by applying different approaches to the problem, the model
was ultimately able to perform particularly well on clustered labels. Variations of this
approach can perhaps lead to even better results.
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Abstract. The availability and growth of tools and natural language generation
(NLG) models that are used to paraphrase text could be helping to improve stu-
dents’ writing and comprehension skills or a threat to intellectual property and
educational integrity specificallywhen the text has been copied fromother authors.
These tools can be used by plagiarists to paraphrase individual words, phrases,
sentences, and paragraphs. To solve this issue, much work has been done on pla-
giarism detection (PD) and paraphrase identification (PI) utilising downstream
tasks and natural language processing (NLP) methods. These works mainly focus
on sentence length and sentence-level paraphrasing. In this paper, we investi-
gate paragraph-length and paragraph-level paraphrasing as the most common
method of committing plagiarism is copying and paraphrasing paragraphs from
other authors. Here, we construct a novel, large-scale paragraph-level paraphras-
ing dataset by implementing and examining a state-of-the-art Transformer-based
model to reorder and paraphrase sentences without affecting a paragraph’s mean-
ing. In a first-of-a-kind study, we consider both intra-sentence and inter-sentence
similarity before examining the efficiency of state-of-the-art Transformer-based
models in detecting paraphrased paragraphs. We offer a technique that serves as
both a tool for honing paraphrasing skills and a means of identifying plagiarism.
Our outcomes surpass those presented in the existing literature.

Keywords: Natural Language Generation (NLG) · Natural Language
Processing (NLP) · Paragraph-Level Paraphrasing · Transformer-Based Model

1 Introduction

Paraphrase generation is a commonly studied NLG task. On the one hand, such para-
phrased text could be used to enhance plagiarism detection, machine translation, and
summarisation for NLP downstream tasks. In addition, paraphrasing can be employed
to assist comprehension and writing skills development. On the other hand, paraphrase
generation could undermine academic integrity if it is misused by students seeking to
plagiarise existing work. According to [1] the current state of artificial intelligence (AI)
models makes it possible to create highly coherent and contextually suitable paraphrased
material that might be used to generate plagiarised content. In addition, [2] concluded
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that it is difficult to differentiate artificially paraphrased text from human-written text.
Thus, AI models have the potential to be utilized both for improving students’ writing
skills and simultaneously detecting plagiarism.

Paraphrase generation is the task of generating an output text that preserves themean-
ing of the input text in other forms of text [3]. Current state-of-the-art research focuses
on paraphrasing texts at the sentence-level [[4, 5]] and paragraph-level [6] but utilises
sentence-level paraphrasing methods only. These approaches consider the meaning of
each sentence independently; they did not determine any semantic relationships between
sentences. The novel research presented in this paper paraphrases paragraphs utilising
paragraph-level paraphrasing by considering both the intra-sentence and inter-sentence
relationships by implementing paraphrase generation Transformer-based models. This
is harder and more valuable than sentence-level paraphrasing because it considers the
diversity across multiple sentences beyond the lexical and syntactic diversity of a single
sentence. This holds practical significance as it is a necessary skill that needs to be cul-
tivated and applied in educational tasks, such as citing the work of others. In addition,
according to [7], plagiarists reuse paragraphs not sentences the most frequently.

Paragraph-level paraphrasing includes sentence reordering, sentence splitting, and
sentence merging. The initial work in this area was presented in [8], where the authors
applied an algorithm to detect paraphrasing (focusing on the paragraph level); how-
ever, this work was limited by the fact that very few suitable datasets are available for
this type of research. As there are no published paragraph-level paraphrase datasets
established using paraphrase generation Transformer-based models, we implement two
algorithms based on state-of-the-art Transformer-based models that have become the
standard paradigm for most NLG tasks. We perform sentence reordering consider-
ing inter-sentence diversity before paraphrasing the paragraphs using state-of-the-art
paraphrase generation models. Specifically, we apply the Sentence Order Prediction
(SOP) of the ALBERT [9] re-training model and Transformer-based models (BERT
[10], RoBERTa [11] and Longformer [12] for paraphrasing. The output paragraphs are
generated based on the semantic relations among the source sentences.We generate mul-
tiple paraphrased versions for each source, making our approach effective for improving
students’ writing abilities. In this work, this dataset (ALECS) enables us to investigate
theTransformer-basedmodels’ ability to distinguish between the source and paraphrased
text after reordering and paraphrasing its sentences using a variety of levels within the
masked languagemodel (MLM). This research aims to investigate the following research
question (RQ):

• RQ: How efficiently can state-of-the-art Transformer-based models discriminate
between the original and paraphrased text at the paragraph-level with sentence
reordering?

To the best of our knowledge, this study provides the first extensive dataset of para-
graphs (ALECS) that have been paraphrased at the paragraph-level using Transformer-
basedmodels alongwith a study of Transformer-basedmodels’ performance in detecting
paragraph-level paraphrasing.

The remainder of this paper is organised as follows: Sect. 2 outlines the main
related endeavors. Section 3 details our methodology, while Sect. 4 contains the dataset
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evaluation. The experimental results and discussion are reported in Sect. 5. Section 6
summarises the main conclusions and future research directions.

2 Related Work

PI is a main task in NLP that is involved in many downstream tasks such as PD [13] and
data augmentation [14]. It is considered a classification task which can be performed at
the sub-sentence level, sentence-level, paragraph-level, or document-level. According
to [15]:

– Sub-sentence level: the algorithm finds the pertinent sub-expression categories that
are contained within a sentence.

– Sentence-level: The appropriate categories of a single sentence are obtained.
– Paragraph-level: A single paragraph’s relevant categories are retrieved by the

algorithm.
– Document-level: The algorithm uses the entire document to extract the relevant

categories.

In this research, we focus on sentence-level and paragraph-level PI.
Most of the existing work has been done at the sub-sentence-level or sentence-level

by applying machine learning classification algorithms on hand-crafted features such
as syntactic dependency features [14] and lexical features from a Bag of Words [16].
Other works used neural networks that focus on word embedding [17], recurrent neural
networks„ or Transformer-based models [10].

These works were implemented on sentence-length datasets such as the Microsoft
Research Paraphrase Corpus (MRPC), PAN, and Quora Question Pairs (QQP). A total
of 5801 pairs in the MRPC corpus have been manually tagged as paraphrases or non-
paraphrases [18]. MRPC was collected from online news collection by using heuristics
to identify candidate document pairs and candidate sentences from the documents. The
PAN datasets include cases that were obfuscated using elementary automated techniques
that did not preserve the text’s intended meaning. These heuristics include, for instance,
randomly deleting, adding, or changing words or phrases, as well as exchanging words
with randomly chosen synonyms, antonyms, hyponyms, or hypernyms [19]. In addition,
inQQP1 question titles from the forum are divided into duplicate-or-not questions. These
questions are published on awebsite where users can post questions and receive answers.
The designers of the enormous QQP dataset state that, despite it containing labels made
by humans, the labels were not intended to be used for PI tasks.

These datasets have a limitation on their size which makes training neural or
Transformer-based models difficult. To solve this limitation, many datasets have been
created using a variety of techniques. PARADE [6] created computer science concepts
from online user-generated flashcards. They implemented clustering to group each spe-
cific term’s definitions. They then selected one as the source and the other one as a
paraphrased text. A four-label system was used to manually annotate each extracted
sample. In addition, [5] created a dataset of sentence-level paraphrasing that was gen-
erated by machine translation. They translated the text to another language (Czech)

1 https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs.

https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs
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and then translated it back to the original text language (English). The quality of the
paraphrased text is affected by the efficiency of the translation model used. Despite the
differences in style and content quality of the above-mentioned datasets, they all consist
of sentence-level paraphrasing text which is not suited for paraphrase identification at
the paragraph-level paraphrasing. They mainly apply different algorithms to paraphrase
each sentence independently as a result all the works have been done on these datasets
focusing on sentence-level. This type of paraphrasing is less common among plagiarists
as they tend to paraphrase a paragraph by using sentence reordering, splitting and/or
merging with consideration of the paragraph’s meaning [20].

Nowadays, paragraph paraphrasing and classification has become possible, espe-
cially with Transformer-based models that accept a long input of tokens. However, few
studies have considered a paragraph as an input for PI; [20] artificially constructed a
dataset using content from Wikipedia, theses, and arXiv articles by paraphrasing text
using Transformer-based models. They also applied state-of-the-art Transformer-based
models to distinguish between source and paraphrased text. They achieved commendable
results. The main difference between this work and ours is that they directly paraphrased
text without reordering sentences as we do to achieve document-level paraphrasing in
the future.

Two works, [21, 22] considered paragraph-level paraphrasing by applied sen-
tence reordering after paraphrasing the text through back-translation. However, auto-
translation for paraphrasing text may still cause errors where a word is translated into
a synonym which may not be contextually valid [23]. In [21, 22] graph models are
implemented to generate the best order of the sentences based on the paraphrased text
ignoring the relation of the source’s sentences. Thus, the sentences semantic relations
will be affected by the quality of the paraphrasing algorithm used. In addition, they have
not yet applied the paraphrase identification method to these datasets.

In our work, we aim to avoid this limitation by using SOP on the original text to
generate two different sentence orders for each paragraph based on the source text’s
inter-sentence similarity and intra-sentence similarity; then, we produce paraphrased
paragraphs using a state-of-the-art Transformer-based model to achieve paraphrase gen-
eration. To the best of our knowledge, this is the first dataset for training PI classifica-
tion models that consists of paragraph-level paraphrasing utilising Transformer-based
models.

3 Methodology

3.1 Dataset Creation

Our dataset, ALECS, contains text relating to social science domains collected from
Wikipedia2. We eliminate linguistics articles because of the manner that is used for
paraphrasing, and law articles as models appropriate for such articles would need to
be trained on legalistic language specifically. The major goal of this step is to create a
dataset that can be used to enhance the students’ writing skills and distinguish between
human-written andmachine-paraphrased texts in order to identify plagiarism in academic

2 https://en.wikipedia.org/wiki/social_science

https://en.wikipedia.org/wiki/social_science
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writing. The total number of paragraphs is 391,205 after filtering the collected text
into paragraphs of 50–151 words in length (this is the average paragraph length in
English [24]) with at least three sentences. This minimum sentence requirement was
put in place as our paraphrased text creation methodology (see below) utilises inter-
sentence semantics, and therefore, any fewer than three sentences would have rendered
the paraphrased text more akin to texts created using sentence-level methods used by
other datasets (see Fig. 1).

Fig. 1. a) Number of samples containing a specific number of sentences. b) Number of samples
in relation to the number of words in the documents.

Inter-sentence Paragraph Coherence Score (Sentences Reordering). Text coher-
ence has been the subject of a lot of research; coherence is described in different terms
such as entity [25] and word co-occurrence[26]. In this work, we implement the SOP of
theALBERTTransformer-basedmodel as it considers inter-sentence coherence and gen-
erates a coherence score that represents the validity of the order between two sentences
[9]. This model outperforms other Transformer-based models in terms of paragraph
coherence [27].

Firstly, we convert each paragraph D into a fully connected directed graph G where
the set of sentences S serve as nodes:

V (G) = S1, S2, . . . , Sn (1)

PSOP

(
Sis, S

j
s

)
=

{
P ≥ ε, i �= j
0, i = j

}
(2)

Then, we apply two algorithms to reorder the paragraph’s sentences depending on the
SOPprobability. Each algorithmsuggests a path that passes over all nodeswithout repeat-
ing and has the highest coherence score based on a coherence measurement approach
of the algorithm used. The paragraph’s sentences are shuffled based on the suggested
path before being evaluated by human evaluators (discussed in Sect. 4) to determine
which algorithm is the best and investigate the correlation between the human-written
paragraphs and generated paragraphs.
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Inter-sentence Shuffling. Assume that G is a fully connected directed graph where the
nodes are the document’s sentences, and the weight of the edges is measured by the SOP
probability. The generated path must pass through each node without repeating.

– Algorithm SALAC1

This algorithm gives priority to the nodes that are linked by the strength coherence
score that are represented as edges’ weights in the graph. SALAC1 determines the order
of sentences depending on many conditions that are shown in the flowchart in Fig. 2. Let
us assume that we have a paragraph consisting of four sentences and its graph matrix
shown in Fig. 3; the strength coherence score is 0.7 which is linked S1 to S2 and S2 to
S4. This means S1 and S2must come before S4 although we could insert other sentences
between them without breaking down their relation. Moreover, the weakest coherence
score in this example is 0.4 and the rest of the coherence scores are distributed between
the strongest andweakest scores.We replace thematrix diameter values with 0 to remove
the path from a sentence to itself.

The first step as shown in the flowchart (Fig. 2) considers only sentences that are
linked with the highest coherence scores, which are in the example S1-S2-S4. Then,
SALAC1 checks if the path is completed or if there are unincluded sentences. Then it
removes all the coherence scores that are considered in the previous step leading to a
decrease in the highest coherence score from 0.7 to 0.6 in this example. Now SALAC1
selects all sentences that have the highest coherence score, then it inserts them in the path
dependingon their relations to the sentences already in thepath considering their relations
to each other (parent or child). In some cases, the sentence has the same coherence score
as all the nodes in the graph, which means it could be at any position on the path. In
the example (Fig. 3), S3 links to all sentences with a coherence score of 0.5 so we can
locate it at the end of the path S1-S2-S4-S3.

Another condition can be seen in the flowchart in Fig. 2: when there is a sentence
with a strong link to the second sentence in the path while its relation to the first sentence
is weak; in this case, this sentence is a parent to the second sentence (i.e., it should be
inserted before the second sentence) but a child to the first one (i.e., it must come after
it).

– Algorithm SALAC2.

SALAC2 goes over all possible paths in the graph and picks a path with the best
coherence score. It calculates the path coherence between a parent node to its child node
using Eq. 3.

By implementing these algorithms, we generate for each source paragraph two para-
graphs with different sentence orders compared to the source. Then, we calculate the
paragraph’s coherence score by implementing Eq. 3.

COH =
∑n−1

i

∑n

j=i+1
PSOP

(
Sis, S

j
s

)
(3)

Intra-sentence Masking (Paraphrasing). In an effort to develop a paragraph-level
dataset, we implement three state-of-the-art Transformer-based models to paraphrase
paragraphs after applying the sentence shuffling algorithms. For paraphrasing, we imple-
ment BERT [10], which is mostly used as a baseline in NLG research, RoBERTa [11],
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Fig. 2. SALAC1 flowchart algorithm.

Fig. 3. SALAC 1 graph matrix example, scores in bold represent the strength coherence score
while underlined scores represent the weakest coherence score.

which is built on BERT to handle longer documents, and Longformer [12], which is
mainly developed for long documents. To account for the diversity of our dataset, we
apply a variety of levels of themasked languagemodel (MLM) for all three Transformer-
based models. It masks a part of the words from a sequence of input or sentences and
requires the designed model to predict the most likely word choices to complete the sen-
tence. To avoid producing false information compared to the source, we exclude named
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entities and punctuation, such as brackets, digits, currency symbols, and quotationmarks
from paraphrasing as in [20].

4 Evaluation

4.1 Human Evaluation

To demonstrate the efficacy of the task, we perform a manual evaluation study, which
is the most common approach in NLG. In the next paragraphs, we explain the human
evaluation method applied to this study.

Firstly, based on the task and goal of this study, we must evaluate the quality of the
output text of our algorithms by collecting and analysing numerical data. To achieve this,
we implement a quantitative study as an intrinsic approach. In more detail, we measure
the differences in the text semantics by comparing the generated paragraph to the source.
Both documents (source and output) should convey a similar meaning, that is, we aim
to maintain the meaning of the source by reordering the paragraph’s sentences.

Secondly, we randomly sample 100 paragraphs from the dataset. In NLG, themedian
number of samples used for human evaluation is 100 [28]. In addition, three evaluators
check each sample, and the decision onwhether the source and the output were similar in
meaning is taken based on majority voting. In terms of the human assessors, six highly
educated fluent speakers are selected as the text used in this study is extracted from
Wikipedia articles written for a general readership.

The participants are provided with the source texts and the reconstructed paragraphs
for each sample, then they are asked to evaluate each of the generated paragraphs in
terms of semantic similarity to the source. According to [28], complex concepts cannot
be captured in a single arbitrary rating [19], therefore the participants are asked to select
a score on a 5-point Likert scale where each score represents a defined value as follows:

5: Almost identical
4: Very similar, with only minor changes to the meaning
3: Similar, with major changes to the meaning
2: Dissimilar, with significant changes to the meaning
1: Extremely different

The experiment was approved by the University’s ethics committee and took about
three hours to complete.

4.2 Automatic Evaluation

Inter-annotator Agreement (IAA) Correlation. Inter-annotator correlation or agree-
ment (IAA) determines the degree of agreement between the evaluations of different
raters. It is commonly used when using multiple annotators. According to [29], the
acceptable range of IAA is between 0.3–0.5 in NLG research where the higher the IAA,
the more valuable.
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In this work, we implement the kappa coefficient as an IAA statistical test; this
involves two groups of three evaluators, with each group evaluating 50 samples of dif-
ferent generated texts. The results for both groups of evaluators show a low correlation,
namely 0.4. In [28], the authors explained that IAA is more likely to be low when mea-
suring a complex language concept such as semantic similarity as in this study. However,
this score reaches an outstanding correlation of 0.8 after categorising the rating scores
into two categories depending on their differentiations (5, 4, 3 = A, 2, 1 = B).

Efficiency of the Algorithms. We compare the algorithms’ efficiency in relation to the
human evaluation results. A total of 300 scores were given by the evaluators for each
algorithm. The results in Table 1 show that SALAC1 and SALAC2 are comparable.
SALAC1 and SALAC2 generate paragraphs with identical meanings to the source by
39% and 40%, respectively. In contrast, the percentage of samples that have different
meanings to the source is very low in all algorithms’ results, 1% and 3%, respectively.
The difference between SALAC1 and SALAC2 can be noticed in similar and dissimilar
samples. Tomake it clear, we categorise the scores depending on their definition (Table 1
grey columns). SALAC1 is higher by 6% in similar samples and lower by 6% for
dissimilar samples compared to SALAC2.

Table 1. Distribution of 300 votes to the scores given by humans.

Score 1 2 3 4 5 1, 2 3, 4, 5
SALAC1 1% 9% 27% 24% 39% 10% 90%
SALAC2 3% 13% 21% 23% 40% 16% 84%

Correlation Between the Paraphrased Paragraph’s Similarity Score
and the Human-Written Paragraph’s Similarity Score. Measuring the correlation
between the paraphrased paragraph’s similarity score and the human-written paragraph’s
similarity score is important aswe try togenerate aparagraph-levelparaphrased textbased
on the human-written paragraph. To achieve this objective, we apply Eq. 3 tomeasure the
coherence score on source paragraphs. We then compare it to the generated paragraph’s
coherence score for each algorithm.

In Fig. 4, SALAC1 and SALAC2 provide high Pearson’s correlation values, namely
0.89 and 0.80, respectively. This high correlation indicates that the implemented
algorithms maintain the original text’s semantics.

Mask Applied Method. We apply Transformer-based models (BERT, RoBERTa,
Longformer) to paraphrase the paragraphs generated by the SALAC algorithms with
0.15, 0.20, and 0.30 MLM. Thus, we have six paraphrased texts for each source para-
graph with each Transformer-based model as we apply two algorithms and three MLM
levels to consider the variety of abilities to paraphrase a text that usually happens in
reality. The highest correlation is obtained by SALAC1 and Longformer as shown in
Fig. 5. Thus, Longformer’s capacity to handle longer input sequences may be useful in
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Fig. 4. Correlation of the generated paragraphs to the human-written paragraphs.

producing longer paraphrased texts. For instance, if the input text is a paragraph, Long-
former might be better able to capture the overall context of the paragraph and use this
context to generate a more accurate and meaningful paraphrased output text.

Fig. 5. Correlation of the paraphrased paragraph to the human-written paragraph.

5 Experiment

To address the lack of existing paragraph-level paraphrasing datasets created by
paraphrase-generation models, we create the ALECS dataset which is divided into train-
ing and testing sets with 938,892 and 234,723 samples, respectively. The main objec-
tive is to study the efficiency of the Transformer-based model in detecting paraphrased
paragraphs after reordering their sentences.We apply three state-of-the-art Transformer-
based models in their default hyperparameters configurations for paragraph paraphras-
ing and paraphrase identification: RoBERTa [11], an extension of BERT designed to
accommodate lengthier documents, Longformer [12], primarily developed for process-
ing extended documents, and BERT [10], often utilised as a baseline in NLP and NLG
studies. However, we consider samples paraphrased using Longformer as they show the
highest correlation with the human-written paragraphs (Sect. 4.2). In addition, we report
only the best results obtained by Longformer, because of restricted number of pages.
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5.1 Baseline

We use off-the-shelf BERT as a baseline classifier model, which is commonly imple-
mented in most of the existing work. Moreover, Additionally, we consider the work of
[20] as a ground truth on paragraph-level classification for the PI task as this study was
performed on a paragraph-sized but sentence-level paraphrasing dataset. Furthermore,
we compare the classification results of paragraph-level paraphrasing and sentence-level
paraphrasing as in [8].

5.2 Results and Discussion

The results in Table 2 show that the paraphrasing level and MLM levels affect the
Transformer-based model’s efficiency. For Transformer-based models including BERT
and Longformer, MLM is a primary, self-supervised, fine-tuning objective. In para-
phrase generation models MLM represents the percentage of paraphrased words. Since
0.15 MLM is the standard percentage of paraphrased words when utilising available
paraphrase generation tools [32] and because it’s more challenging for the Transformer-
based model in detecting paraphrased content, we compare our results to those of others
at that level. In general, our result outperforms the existingwork result using Longformer
with 0.15 MLM by 4%. For BERT, although the fact that we reorder the sentences in
the paragraphs then paraphrase them, our output is high as in another work result that
directly paraphrases text without changing the sentence order. Additionally, we notice
that considering the paragraph-level rather than the sentence-level has a positive impact
on the Transformer-based model’s output.

From the sentence reordering point of view, we can compare our results to [20].
The main difference is that they carried out paragraph paraphrasing without the sen-
tence reorder step. The results prove that Transformer-based models can distinguish
between the source text and reordered-paraphrased paragraphs without providing pair
information. Longformer provides the best results at the paragraph and sentence levels.
We suppose that the global attention prediction (GAP), a feature used by Longformer,
enables the model to learn how to focus on the most important sections of a long text.

To expand on what other researchers have found in terms of how text length affects
the machine learning algorithm’s capacity [8], we can notice the same effect on the.

Transformer-based model’s results: longer text provides more context and semantics
thus improving the efficiency of machine learning and Transformer-based models in PI
and PD tasks. Specifically, the F1-score of BERT and Longformer results increase by
18% and 23%, respectively, in detecting paragraph-level paraphrasing with 0.15 MLM
(see Table 2 for the differences between the results for sentence vs. paragraph length).
These percentages decrease as the percentage of paraphrasedparagraphs’words increase.
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Table 2. Classification results represented as F1 macro scores.

Classifier model The [20] results Our results

Bert Longformer Bert Longformer

MLM 0.15 0.15 0.15 0.20 0.30 0.15 0.20 0.30

Paragraph-level length 69 86 83 89 96 90 95 98

Sentence-level length - - 65 71 80 67 85 85

6 Conclusion and Limitation

In this work, we investigate the features of Transformer-based models in distinguishing
between samples of original paragraphs and their paraphrases at the paragraph-level. Our
excellent results with sentence reordering mean that the splitting and merging approach
could potentially be used to develop a highly accurate paragraph-level paraphrasing
detection approach although this would require a new dataset. To achieve this important
objective, we create a large-scale paragraph-level paraphrasing dataset of content from
multiple domains mostly related to education. We address the RQ using an experiment
that shows high efficiency in detecting even the most difficult sample where the per-
centage of paraphrased tokens is low (15%) without any information from the source
paragraph. Moreover, we report on the impact of text length on the Transformer-based
models’ efficiency.

In terms of limitation, an examination is conducted on the cutting-edge Transformer-
based models, completely omitting ChatGPT due to its inconsistency, which renders
it unsuitable for our dataset generation objectives. As for the evaluation methodol-
ogy, an alternative forum might be explored, but we adhere to the approach advocated
by researchers, involving 100 samples and conducting quantitative analysis based on
qualitative analysis. Additionally, we implement automatic analysis across the entire
dataset.

For future work, based on the findings of our experiment, which show that reordering
paragraph sentences does not affect the classifier’s capacity to recognise paraphrased
paragraphs, we aim to determine howwell Large LearningModels (LLMs) can generate
and identify paragraph-level paraphrases.
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Abstract. In this study, we explore the efficacy of Generative AI and
Large Language Models (LLMs) in the tasks of constructing and com-
pleting Educational Knowledge Graphs (EduKGs). Knowledge Graphs
(KGs) help represent real-world relationships. This can take the form
of modeling course domains and student progression in educational set-
tings. Through this work, we leverage GPT-4 to aid KG construction
and align it with predefined learning objectives, course structure, and
human interaction in validating and refining the generated KGs. The
methodology employed utilized prompting LLMs with course materials
and evaluating the generation of KGs through automatic and human
assessment. Through a series of experiments, we show the potential of
LLMs in enhancing the EduKG construction process, particularly for
course modeling. Our findings suggest that LLMs such as GPT-4 can aug-
ment EduKGs by suggesting valuable and contextually relevant triplets.
This KG creation and augmentation approach shows the potential to
reduce the workload on educators and adaptive learning systems, paving
the way for future applications in content recommendation and person-
alized learning experiences.

Keywords: Knowledge Graphs · Large Language Models ·
Educational Knowledge Graphs

1 Introduction

Knowledge graphs (KGs) are valuable tools for representing real-world relation-
ships between entities based on ontology. Made famous by Google, modern KGs
can help represent vast amounts of data and are commonly used in social net-
working services to represent real-world connections between individuals [1].

KGs have two key areas of interest: completion and construction, which are
both often time-consuming and manual tasks. Many different strategies and
approaches have been explored in the areas of KG construction and KG com-
pletion [2,3].
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Educational knowledge graphs (EduKGs) refer to the application of KGs in
education. EduKGs can be utilized in various ways and are a key area of interest
in modeling both student course progression and course knowledge domains [4–
6]. EduKGs can be used to create student-specific models for the educational
domain and thus adapt over time to show students’ progress. A domain model
is a representation of a specific knowledge domain, such as a particular subject
matter or field of study [7]. This model typically includes concepts, principles,
and relationships that are relevant to the domain, and it is often used to represent
the knowledge and expertise of a particular individual or group.

Generative AI (Gen AI) technologies, such as large language models (LLMs),
have demonstrated potential in educational-related tasks, particularly question-
answer generation. Our objective is to utilize the capabilities of Gen AI and
LLMs to assist in constructing EduKGs. LLMs are trained on code from numer-
ous programmers, enabling them to generate useful and effective code for specific
contexts, and we aim to leverage this potential in our work [8].

2 Related Work

The process of KG construction can be divided into three sub-stages: knowledge
acquisition, knowledge refinement, and knowledge evolution [9]. In our explo-
ration, we focus on these first two steps of knowledge acquisition and knowledge
refinement through leveraging Gen AI.

Prior work has shown that advanced LLMs are effective in KG construction
[10,11]. Other related work has explored prompting for KG construction [12].
KGs have been used to model entire program curricula, which can be valuable
for representing prerequisites, co-requisites, other program dependencies, and
shared knowledge between courses [6,13].

KGs are utilized optimally in environments that emphasize the connections
and relationships between data. The resulting information in a KG can be drawn
and visualized, improving understanding and explainability. KGs are optimized
around entity relationships, allowing us to explore the deep, intricate connec-
tions between learning objectives, questions, answers, and student interactions.
This feature will enable us to provide individualized and adaptive feedback. KGs
offer the opportunity to support and produce efficient, effective, and explainable
adaptive learning assessments, increasing their transparency and trustworthi-
ness. The applications of KGs in education primarily fall into the categories of
assisted instruction, assisted learning, and education assessment [14].

LLM-enhanced KG generation can open up many opportunities as KG cre-
ation and triplet authoring are costly manual tasks. This problem can take away
from the instructor’s capacity, and the adoption of AI technologies hinges on
how it impacts the instructor’s workload [15]. Such technologies can only be
effective in an educational setting if they do not increase the overall workload
of the instructor [15]. Recent work on KG creation in a range of Massive Open
Online Courses (MOOCs) has shown that using reference data like Wikipedia to
determine semantic similarity can aid in KG construction and reduce the manual
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effort required to create an extensive KG [16]. Systems (e.g., KnowEdu) have
shown potential for enhancing teacher and student outcomes on MOOC plat-
forms and in intelligent tutoring systems [17]. LLMs have proven to be effective in
KG construction through various tasks, which provide promise for LLM-assisted
EduKG generation [18]. Conversely, LLMs have also been used to generate nat-
ural language from knowledge graphs, showcasing the versatility of such models
in a wide range of tasks applicable to the educational domain [19] and have the
potential to be used in adaptive formative assessment [20].

3 Research Problem

KGs can be used in a variety of ways in education, such as student modeling
and content recommendation [4–6]. Additionally, KGs are a helpful tool in aiding
educators with knowledge management and students with personalized learning
[5,14].

What we hope to discover is how these Gen AI technologies can aid educators
in KG creation and how we can enable a form of co-creative KG construction.
Through this process, educators can provide a starting point for the LLM, which
can undertake the task of KG completion. Through co-creative KG construc-
tion, this explores the symbiotic relationship between humans and AI systems.
Human-AI co-creation has been explored in the context of programming classes
with LLMs being used to power the AI engine [21].

Through this work we hope to address the following research questions:

1. How can we use an LLM to aid in EduKG construction?
2. To what extent can an LLM use unstructured or semi-structured text to

augment existing KGs?

While much research has been done on automating KG construction to some
extent or another, leveraging LLMs inherently requires a human-in-the-loop app-
roach. The output of LLMs can be unpredictable in certain situations. When
prompted for Cypher query generation, there is potential for non-query text
to be generated, which will cause errors in KG tools such as Neo4j if the pro-
cess is fully automated [22]. As a result, in this research, we propose a hybrid
human AI approach to knowledge management related to generating our KGs.
This is essential as curriculum alignment is one key area of interest and concern
in AI-driven systems. This revolves around how the created content adheres to
the knowledge required for successful course completion. Ensuring that the AI-
generated content within our system adheres to our domain’s learning outcomes
and objectives is essential. Prior studies have shown how Human AI partnerships
can be symbiotic in knowledge management tasks [23]. The human-in-the-loop
approach uses intuition and reasoning to determine if proposed KG nodes and
relationships fit our scope, verify results, and check for inaccuracy.
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4 Methodology

4.1 KG Generation Process

To explore LLM-powered KG construction, we carried out a series of experi-
ments. We leveraged Open AI’s GPT-4 to create a KG for our Introductory
Data Structures and Algorithms course [24].

We first investigated the ability of an LLM with unstructured reference text
to generate a KG for our Introductory Data Structures and Algorithms course.
For this task, we provided GPT -4 with an initial selection of reference text
based on the course overview found on the course webpage and prompted it to
create Cypher, the query language used in the graph database Neo4j; we will
refer to this as KG1 for our analysis.

We selected Neo4j, a valuable tool for KG modeling [25,26] and a popular
open-source graph database management system, considering its capability for
processing more intuitive and flexible data modeling and powerful querying with
the Cypher query language [25]. Figure 1 shows a high-level overview of our
generation of KG1.

Fig. 1. High level overview of the generation process for KG1.

We also explored how using a base hand-authored KG can impact KG com-
pletion and augmentation. Figure 2 has a high-level overview of our augmented
KG generation. In this, we can see that we create a KG augmented from text
provided directly by the LLM, which we will refer to as KG2. We also create
a KG generated from course reference text supplied to the LLM, which will be
referred to as KG3, through which the generative KGs grow and improve incre-
mentally with the participation of the instructors or students. Specifically, in the
case of the student’s participation in the loops, these typically generative KGs
could dynamically record and accompany individual students’ learning experi-
ence in the fine-grained context of the learning activities throughout the lifetime
of the course study period.

Figure 3 shows the hand-authored KG mentioned in Fig. 2. As shown in Fig. 2,
we took our hand-authored KG and then employed two different prompting
strategies.

The first involved prompting GPT-4 to use its existing knowledge of data
structures and algorithms to suggest additional nodes to augment each of the
seven unit nodes. Unit nodes comprise the major topics of interest in the course,
to which augmenting nodes are added via LLMs. After exploring various strate-
gies through prompt engineering, we used GPT-4 to generate textual content
representing topics and relationships based on the existing KG.
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Fig. 2. High level overview of the generation process for our augmented KGs 2 and 3.

Fig. 3. Hand Authored KG based on Learning Outcomes for a Data Structures and
Algorithms course.
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GPT-4 provided content for all units in our base KG. After this step we
prompted GPT-4 via ChatGPT with Prompt 1 to generate cypher that can be
used to augment our initial KG.

Prompt 1: Use the provided text on course content and extract triples for
knowledge graph augmentation in neo4j. This triplet and cypher query genera-
tion and creation should be consistent with the base knowledge graph provided.

In Prompt 1, for the construction of the fully LLM-augmented KG, the course
content refers to the text generated by GPT-4, as shown previously. The base
knowledge graph in Prompt 1 is the Cypher that constitutes the KG in Fig. 3.

The second method involved a similar prompting GPT-4 but using course-
specific information derived from the study guide and curriculum. The same
approach was used as seen in Prompt 1, and the course instructors provided the
course content text.

No post-processing was required for the creation of KG1. However, for our
augmented KGs 2 and 3, we had to employ post-processing steps to the generated
Cypher to ensure that duplicate nodes were not created and that augmented
nodes would be mapped onto the hand-authored KG.

4.2 Automatic Evaluation

For the automatic evaluation of our KGs, we determined the semantic similarity
of shared nodes between KG2 and KG3 using cosine similarity to compare our
embeddings that were generated by BERT using the BERT-base-uncased model
[27]. As each augmented KG had a differing number of nodes, the most semanti-
cally similar nodes were chosen. Community Detection was performed using the
Louvain Community Detection Algorithm and NetworkX in Python.

4.3 Human Evaluation

To evaluate KGs 2 and 3 for their quality, we compared them against a series
of evolution questions, as seen in Table 1. We took questions from the quality
evaluation section from work by Trajanoska et al. as they provided reasonable
indications on the quality of KGs [10]. We also developed some of our own to
fit our context of EduKGs; a total of 3 human evaluators rated each EduKG
against the evaluation framework.
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Table 1. Evaluation Framework for our KGs. Questions evaluated on a scale of 1 to 5
with a score of 5 being the highest.

Questions Score for KG2 Score for KG3

1. Concise Learning Objectives and Outcomes:
Clarity in educational objectives and outcomes is
fundamental to ensure learners and educators can
easily understand and align with the intended
pedagogical goals

2. Comprehensive Coverage of Subject Matter:
Ensuring a broad and deep representation of
subject areas guarantees learners access to all
necessary knowledge and skills, fostering a
well-rounded education

3. Accuracy of Educational Content: A trustworthy
EduKG’s foundation is its content’s reliability,
necessitating rigorous verification to align with
current academic standards and knowledge

4. Consistency in Learning Pathways: Logical and
contradiction-free learning paths ensure a coherent
educational experience, enabling learners to build
upon their knowledge systematically

5. Contextual information about entities should be
captured: This ensures a comprehensive
representation of entities, contributing to the
completeness of the graph

6. The triples should not contradict each other:
Consistency in the information presented prevents
contradictions, which is crucial for the correctness
of the knowledge graph

5 Results

KG1 was created as outlined in Fig. 1, prompting GPT-4 with course materials;
however, due to a large tendency for nodes to be interconnected, it was omitted
from the results. Figures 4 and 5 showcase the two augmented KGs 2 and 3
created based on the methodology in Fig. 2. Table 2 showcases the semantic
similarity between similar nodes. Human evaluation scores can be seen in Table 3.
Community detection was done using the Louvain method; the results can be
viewed in Table 4.
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Table 2. Semantic Similarity between Knowledge Graphs

Unit KG2 Nodes KG3 Nodes Similar Nodes Semantic Similarity

1 4 12 4 0.965

2 10 11 10 0.875

3 4 6 3 0.867

4 6 3 3 0.966

5 6 5 5 0.860

6 6 7 6 0.778

7 9 8 8 0.876

Fig. 4. KG2 created on direct prompting to GPT-4 with LLM generated content.



300 G. Jhajj et al.

Fig. 5. KG3 created on direct prompting to GPT-4 with course specific learning out-
comes.

Table 3. Human Evaluation Scores for Knowledge Graphs 2 and 3

Question Average Score for KG2 Average Score for KG3

1 3.333 3.667

2 4 4.333

3 4 5

4 4.667 4.667

5 3.667 4.333

6 4.5 4.167

Table 4. Comparison of Community Structures in Knowledge Graphs

Graph Nodes Edges Number of
Communities

Community Number:
Number of Nodes in the
Community

KG2 46 46 7 0: 10, 1: 5, 2: 5, 3: 6, 4:
8, 5: 5, 6: 7

KG3 44 43 5 0: 13, 1: 9, 2: 6, 3: 7, 4: 9

6 Discussion

This work has explored the efficacy of LLM-assisted KG creation and co-creation.
The ontology of KG1 did not contain any higher-order nodes indicating any



Educational Knowledge Graph Creation and Augmentation via LLMs 301

specific learning outcomes. Instead, it showed the relationships that major course
segments have with one another. Within the context of the course, we can see
a unit as a major knowledge or course segment from which the models suggest
augmenting nodes.

Figures 4 and 5 show the resulting KGs from the methodology outlined in
Sect. 4.1 and Fig. 2. At a glance, we can see the presence of many more nodes
and relationships suggested by GPT-4. KG2 has a total of 45 nodes, while KG3
has 52 nodes. Table 2 showcases the semantic similarity between the KGs. Across
both KG2 and KG3, there were 39 similar nodes. This similarity was determined
based on the number of nodes and by decreasing semantic similarity until no
nodes were left from one KG to compare to the other. The average semantic
similarity scores on the shared nodes were relatively high across all seven units.
The highest of 0.965 on Unit 1 is due to only four compared nodes, three of which
had the same semantic content. Units with higher amounts of similar nodes, such
as Units 2 and 7, still had a high semantic similarity across the similar nodes of
0.875 for Unit 2 and 0.876 for Unit 7. This suggests that nodes created by the
LLM for KG2 were reasonably comparable to course content provided by the
instructor and that LLMs can suggest valuable and valid content to augment
KGs.

The human evaluation scores in Table 3 show that across evaluation ques-
tions 1 to 5, KG3 was rated higher than KG2. As the creation process for KG3
involved using course materials, the scores related to learning objectives, subject
matter, and accuracy are expected to be higher due to the course-specific con-
tent that has the reliability that was used in the creation process. In addition,
the instructor-created content is the basis for the course-specific content, so it
should be expected that KG3 would score higher on more metrics. The most
considerable difference in ratings between both KGs is on question 3, which is
“Accuracy of Educational content.” Again, as KG3 received accurate course con-
tents fed into the LLM, the difference of 1 point between the two averages is
understandable. One metric that KG2 scored higher on in the framework was
question 6, which relates to the contradiction of triplets. As seen in Fig. 5, KG3
has redundant triplets; an example is the Unit node Recursion pointing to a
node Recursion with the relationship “defines.” KG3 also has no other nodes
connecting to the Unit Recursion.

When exploring the community structures generated by the Louvain method,
Table 4 showcases that KG2 had 7 detected communities and KG3 had 5. Both
are similar to the number of units of 7 that our base KG had specified, indicating
that suggested nodes by GPT-4 fit within the broader community of each unit.

With our task of KGs in domain modeling, it is important to use descriptions
for relationships that show the nature of the interaction. In KGs for educational
tasks, the relationships connecting nodes play a critical role in describing the
connections between course contents, objectives, assessments, learning materi-
als, etc. These allow us to represent the complex educational environment and
course contents in a scalable fashion to enable potential personalized learning
experiences. Within EduKGs, relationship verbs such as teaches, requires, pre-



302 G. Jhajj et al.

cedes, and enhances aid in structuring educational content. This allows us to
effectively structure education content conducive to a wide array of learning and
teaching strategies. Our work shows that LLMs can aid in creating and complet-
ing EduKG. However, future post-processing would be required to work towards
using such specific domain-related semantics.

7 Conclusion and Future Work

Our findings suggest that Gen AI in the form of LLMs can facilitate synergis-
tic relationships to leverage each one another’s strengths [23]. When provided
with enough foundational knowledge and context, in this case with the hand-
authored KG in Fig. 3, the LLM could suggest functional augmenting nodes and
relationships on both KG2 and KG3.

Using LLMs to generate EduKGs opens up future avenues to unify and use
both technologies in tandem in real-time scenarios to leverage the general knowl-
edge capabilities of LLMs with the domain-specific knowledge of KGs [28,29].

Leveraging LLMs to aid in EduKG creation can enhance adaptive practicing
and learning systems by decreasing the manual time needed to set up such
systems and create and maintain student models [30]. This enhancement is a
crucial step to decrease the manual time needed by educators for this costly
process. In the future, we hope to explore using graph neural networks to aid in
various tasks, such as content recommendation, and to explore transfer learning
via knowledge graph embeddings [31,32].
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Abstract. The goal of this paper is to semi-automatically construct a bidirectional
reading comprehension dialogue dataset that enables bidirectional dialogue or
debate on reading passages within a dialogue-based reading comprehension tutor-
ing system. To achieve this goal, we developed a process for semi-automatically
constructing bidirectional reading comprehension dialogue dataset.Using this pro-
cess, ten English experts were able to construct 2,951 datasets, with an average
difficulty level of 8.24 (high school level) and an average dialogue turn count of
9.75 per passage.

Keywords: Dialogue-based Reading Comprehension Tutoring · Bidirectional
Dialogue Dataset · Semi-Automatic Construction Process

1 Introduction

Efforts to integrate AI technology into the field of education are very active. Among the
various fields of education, there are emerging chatbots or dialogue systems for foreign
language education, aiming to enhance foreign language learning abilities through AI
technology. As an example, an English education dialogue system called ‘AI PengTalk’
was deployed to over 6,000 elementary schools in South Korea in early 2021 and applied
to English speaking and listening learning [1]. The advantage of such English education
dialogue systems is that learners can receive a learning environment similar to receiving
English conversation education from native English teachers without being constrained
by time and place.

Reading comprehension is important in foreign language education because it allows
individuals to analyze the content of a text and grasp its key points. Especially in non-
English-speaking countries, English reading comprehension is considered extremely
important as it directly correlates with exam scores. Recently, a dialogue-based reading
comprehension tutoring system has been developed [2]. This system was implemented
through a reading comprehension tutoring dialogue dataset generated frommulti-choice

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Sifaleras and F. Lin (Eds.): ITS 2024, LNCS 14799, pp. 305–313, 2024.
https://doi.org/10.1007/978-3-031-63031-6_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-63031-6_26&domain=pdf
http://orcid.org/0000-0002-2851-5124
http://orcid.org/0009-0002-3847-2022
https://doi.org/10.1007/978-3-031-63031-6_26


306 S.-K. Choi et al.

reading comprehension data. The reading comprehension tutoring dialogue dataset con-
sisted of system-centered dialogue data, composed of system (teacher) questions and
student answers. Consequently, students were unable to ask questions when they found
the reading passage difficult or did not understand the system’s questions. To address
this, this paper aims to describe the semi-automatic construction of bidirectional reading
comprehension dialogue dataset for a dialogue-based reading comprehension tutoring
system, enabling interaction between the system and students to engage in dialogue or
debate regarding reading passages.

2 Related Work

Among reading comprehension datasets related to education, there are RACE [3] and
ReClor [4], etc. These datasets are in the form of multiple-choice answers to a single
question and do not aim to be dialogue datasets for reading comprehension education.
Among English machine reading comprehension datasets, CoQA [5], DREAM [6], and
ShARC [7] belong to conversational-style reading comprehension data, but they do not
include dialogue data similar to the bidirectional dialogue between system and students
described in this paper.

DIRECT (Dialogue-based Reading Comprehension Tutoring) [2] is the most similar
dataset to the bidirectional dialogue data we aim to construct in this paper. Constructed
based on the RACE [3] dataset, DIRECT dataset was composed of the following com-
ponents: 1) English passages: at a middle school level, 2) Dialogue: system-initiated
questions and student responses created based on multiple-choice practice questions, 3)
Feedback: system feedback on student response errors, 4) Evidence sentences: sentences
extracted from the passages where the responses are based on.

3 Semi-automatic Construction Process of Bidirectional Reading
Comprehension Dialogue Dataset

3.1 Semi-automatic Construction Process

DIRECT which was centered around system-initiated questions was manually con-
structed based on reading practice exercises, primarily focusing on questions posed by
the system and responses from the student. In contrast, the bi-directional reading compre-
hension dialogue dataset (hereinafter referred to as Bi-DIRECT) is semi-automatically
constructed based on reading practice exercises. Leveraging generative AI technology,
particularly ChatGPT [8], conversations are built bidirectionally, encompassing not only
interactions initiated by the systemwith the student but also those initiated by the student
with the system. The semi-automatic construction process unfolded as follows.

In Fig. 1, the left side represents the conventional method of constructing reading
comprehension dialogue data, while the right side depicts the semi-automatic construc-
tion method using generative AI. Whereas the conventional method consisted of three
steps, the semi-automatic constructionmethod consists of five steps: 1) collection of pas-
sages and correct answers from open dataset data, 2) measurement of passage readability
using Flesch-Kincaid Grade Level (FKGL) [9], 3) design and construction of prompts,
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Fig. 1. Semi-Automatic Construction Process of Bi-DIRECT using Generative AI

4) automatic construction of Bi-DIRECT based on prompts using ChatGPT, along with
error correction by English experts, and 5) validation and evaluation of automatically
constructed dialogue data by English experts.

3.2 Example of Bi-DIRECT

An example of the input to the semi-automatic construction process, open dataset, and
the output, Bi-DIRECT, is shown as follows.

Table 1 provides examples of passages and practice questions for high school-level
students from RACE [3]. Table 2 presents examples of Bi-DIRECT constructed by the
semi-automatic construction process from Table 1. In Table 2, ‘Teacher-type’ denotes
the utterance type of ‘Teacher-turn’. ‘Source-tag’ indicates the sentence number where
‘Teacher-turn’ appears in the passage. ‘Teacher-turn’ represents the system’s utterance,
while ‘Student-turn’ represents the student’s utterance. ‘Student-type’ indicates the utter-
ance type of ‘Student-turn’. Detailed explanations for ‘Teacher-type’ and ‘Student-type’
will be provided in Sect. 4.2 on prompt design.
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Table 1. An example of the input: RACE

Passage: Animals are natural resources that people have wasted all through our history.
Animals have been killed for their fur and feathers, for food, for sport, and simply because
they were in the way. Thousands of kinds of animals have disappeared from the world forever.
Hundreds more are on the danger list today. About 170 kinds in the United States alone are
considered in danger. Why should people care? Because we need animals. And because once
they are gone, there will never be any more. Animals are more than just beautiful and
interesting. They are more than just a source of food. Every animal has its place in the balance
of nature. Destroying one kind of animal can create many problems. For example, when
farmers killed large numbers of hawks, the farmers’ stores of corn and grain were destroyed by
rats and mice. Why? Because hawks eat rats and mice. With no hawks to keep down their
numbers, the rats and mice multiplied quickly. Luckily, some people are working to help save
the animals. Some groups raise money to let people know about the problem. And they try to
get the governments to pass laws protecting animals in danger. Quite a few countries have
passed laws. These laws forbid the killing of any animals or plants on the danger list. Slowly,
the number of some animals in danger is growing

Exercise

index Question Candicate answers Answer

1 Animals are important to us
mainly because

A.“they give us a source of
food”, B.“they are beautiful
and lovely”, C.“they keep
the balance of nature”,
D.“they give us a lot of
pleasure”

C

2 What has happened to the
animals on the earth?

A.“Hundreds of kinds of
animals have disappeared
forever.”, B.“Many kinds of
animals have died out.”, C.
“About 170 kinds of animals
have disappeared forever.”,
D. “All kinds of animals are
in danger.”

B

3 Which of the following is NOT
true?

A. “People care much about
animals because they
need them.”, B. “Once a
certain kind of animals is
gone forever, there will
never be any more.”, C.
“Killing rats and mice
will cause some
problems.”, D. “Laws
have been passed to
forbid the killing of any
animals or plants on the
danger list in some
countries.”

C



Semi-automatic Construction of Bidirectional Dialogue Dataset 309

Table 2. An example of the output: Bi-DIRECT

Teacher-type Source-tag Teacher-turn Student-turn Student-type

QA1 11 Let’s talk about the
passage. In the
passage, why are
animals important to
us?

They give us a source
of food

Incorrect

Feedback Other Not quite. Think
about the main point
of the passage

Because they keep the
balance of nature

Correct

QA2 3 That’s right! / Now,
what is going on with
the animals on Earth?

Hundreds of kinds of
animals have
disappeared forever

Incorrect

Feedback Other Try to be a bit more
specific with your
answer and try again

Many kinds of animals
have died out

Correct

QA3 Full text Great job! / Which of
the following
statements is false?

Killing rats and mice
will cause some
problems

Incorrect

Feedback 15 That’s not quite right.
According to the
passage, killing rats
and mice actually
caused problems. Do
you remember why?

Oh, right! When
farmers killed large
numbers of hawks, the
rats and mice
multiplied quickly and
destroyed their stores
of corn and grain

Correct

Sympathizing Other Exactly! Do you have
any other questions
about the passage or
anything else you’d
like to discuss?

Why do you think
some people don’t care
about protecting
animals?

Critical thinking

4 Bidirectional Reading Comprehension Dialogue Dataset
(Bi-DIRECT)

4.1 Reading Passage Difficulty Classification

The conventional reading comprehension tutoring systemprovided studentswith random
passages regardless of the difficulty level. As a result, when presented with passages of
higher difficulty, students with lower English proficiency tended to give up on reading
comprehension. To address this issue, it was necessary to classify the difficulty level
of passages and provide them to students accordingly. To classify the difficulty level of
passages, the readability metric Flesch-Kincaid Grade Level (FKGL) [13] was utilized.
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The formula to calculate FKGL was as follows.

FKGL = 0.39

(
#total_words

#total_sentences

)
+ 11.8

(
#total_syllables

#total_words

)
− 15.59 (1)

4.2 Prompt Design

Prior to designing prompts, a feasibility study was conducted to determine the validity
of automatically constructing Bi-DIRECT. 50 dialogue datasets were automatically con-
structed using combinations of zero-shot and few-shot prompting with chatgpt-3.5-turbo
and chatgpt-4.0 engines. These automatically generated dialogues were then compared
and evaluated against the manually constructed ones. Automatic evaluations based on
cosine similarity, TF-IDF, and sentence transformer [10] indicated that the combination
of few-shot prompting and the gpt-4.0 engine yielded results most similar to manual
construction [11]. Based on this feasibility study, prompts were designed for automatic
generation of bidirectional dialogue between the system and students using few-shot
prompting and the gpt-4.0 engine. The instructions in the prompts were designed to
address types of issues [12] encountered by EFL students in reading comprehension
for bidirectional dialogue. These types of issues included empathy, common sense, rea-
soning, critical thinking, personal experience, vocabulary, usage of words, repeating
questions, and random questions.

4.3 Semi-automatically Constructed Bi-DIRECT

Based on reading passages and practice questions, bidirectional reading conversation
data was automatically generated through prompts. Then, English experts attached
tags to this conversation data. When comparing Bi-DIRECT with existing reading
comprehension data, the following can be observed.

Among the reading comprehension data in Table 3, there are five datasets created for
educational purposes, and among these, the datasets that have a conversational type are
CoQA,DIRECT, andBI-DIRECT.BI-DIRECTfeatures bidirectional dialogue initiative,
and it stands out from other reading comprehension dialogue datasets with the highest
average number of turns between the system and students.

When comparing BI-DIRECT with DIRECT, in DIRECT, 10 English experts man-
ually constructed 92,233 turns over approximately 3.5 months for passages with a dif-
ficulty level of 4.53 (middle school level). In BI-DIRECT, 10 English experts semi-
automatically constructed 57,559 turns over approximately 0.5 months for passages
with a difficulty level of 8.24 (high school level). The reason for the smaller number
of passages semi-automatically constructed, totaling 2,951, is because there was a pre-
determined budget. Despite the passages being twice as difficult and the average turn
length being 3.33 words longer, the same group of English experts were able to construct
57,559 turns in just 1/7 of the time through the semi-automatic construction process,
demonstrating the impact of the semi-automatic construction process.
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Table 3. Comparison between Bi-DIRECT and existing reading comprehension data (ER:
Educational Resources)

Dataset Data
Source

# Passages # AVG
Query

# AVG
Aanswer

Dialogue Type Dialogue
Initiative

RACE [3] ER 27,933 12.0 6.3 Multiple choice X

CoQA [5] Books,
News,
Wikipedia,
ER

7,699 6.5 2.9 Conversational System

DREAM [6] ER 6,444 8.8 5.3 Multiple choice System

ShARC [7] Legal web
sites

24,160 8.6 4.0 Conversational System

DIRECT [2] ER 5,704 8.1 8.1 Conversational System

Bi-DIRECT ER 2,951 9.8 9.7 Conversational System,
Student

5 Experiment

We investigated high-frequency combinations of student turn types (student type) and
system turn types (teacher type) in Bi-DIRECT.

Fig. 2. Heatmap of student question types and system (teacher) response types
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In Fig. 2, the heatmap displays the types of questions asked by students and answered
by the system (teacher). The most frequent type of response from the system when stu-
dents ask critical thinking questions is answering from the article, with 666 occurrences.
While not shown in the paper due to space constraints, the heatmapof student responses to
system questions reveals that the most common type of response from students when the
system asks feedback-type questions about their incorrect answers is providing correct
responses, with 6,932 occurrences.

6 Conclusion

In this paper, our goal was to describe a method for semi-automatically constructing
a large-scale bidirectional reading comprehension dialogue dataset, enabling systems
and students to engage in bidirectional conversations or debates regarding reading
passages. As a result, we constructed bidirectional reading dialogue data through the
semi-automatic construction process. To our knowledge, this process represents the first
attempt at semi-automatically constructing dialogue data for reading comprehension
education.

However, there are limitations to this study. The first limitation is that there is still
a shortage of bidirectional dialogue data for deep-learning purposes. To address this,
methods should be devised to automatically generate educational dialogues when only
passages are provided without practice questions. The second limitation is that we did
not evaluate the performance of bidirectional reading comprehension dialogue datawhen
applied to dialogue-based reading comprehension tutoring system. We need to develop
a dialogue-based bidirectional reading comprehension tutoring system within this year.

Acknowledgments. This work was supported by Institute of Information & Communications
Technology Planning & Evaluation (IITP) grant funded by the Korea government (MSIT) (2019–
0-00004, Development of semi-supervised learning language intelligence technology and Korean
tutoring service for foreigners).
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